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Abstract.

Two Poisson brackets are called compatible if any linear combination of these

brackets is a Poisson bracket again. The set of non-zero linear combinations

of two compatible Poisson brackets is called a Poisson pencil. A system is

called bihamiltonian (with respect to a given pencil) if it is hamiltonian with

respect to any bracket of the pencil. The property of being bihamiltonian is

closely related to integrability. On the one hand, many integrable systems

known from physics and geometry possess a bihamiltonian structure. On the

other hand, if we have a bihamiltonian system, then the Casimir functions of

the brackets of the pencil are commuting integrals of the system. We consider

the situation when these integrals are enough for complete integrability. As it

was shown by Bolsinov and Oshemkov, many properties of the system in this

case can be deduced from the properties of the Poisson pencil itself, without

explicit analysis of the integrals. Developing these ideas, we introduce a

notion of linearization of a Poisson pencil. In terms of linearization, we give

a criterion for non-degeneracy of a singular point and describe its type.

These results are applied to solve the stability problem for a free multi-

dimensional rigid body.
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Chapter 1

Introduction

1.1 Statement of the problem

A system is called bihamiltonian if it is hamiltonian with respect to a whole

one-dimensional family of Poisson brackets (“Poisson pencil”). It is well

known that bihamiltonian systems are often completely integrable. The re-

lation between bihamiltonian structure and integrability was first noted by

F.Magri in his paper [25], where the infinite-dimensional situation was stud-

ied. The observation made by Magri is the following: if a (partial differential)

equation admits two Hamiltonian representations, then we can construct an

infinite sequence of commuting integrals.

The finite-dimensional situation was probably first considered by Gelfand

and Dorfman in [17].

Theorem 1 (Gelfand-Dorfman, [17]). Let A,B be two non-degenerate com-

patible Poisson structures and v be a vector field hamiltonian with respect to

both of them, i.e.

v = Adf1 = Bdf0

for some functions f0, f1. Then, provided that the first cohomology group of
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the manifold vanishes, it is possible to find functions f2, f3, . . . such that

Adfi+1 = Bdfi

and all fi are integrals of v, which are in involution with respect to both A

and B.

Therefore, if a vector field is bihamiltonian with respect to two compatible

non-degenerate brackets, we can find many integrals in involution. Usually,

these integrals are enough for complete integrability.

Another idea for constructing integrals of a bihamiltonian system is

brought by the following

Theorem 2 (Magri-Morosi, [26]). Let v be a vector field hamiltonian with

respect to two non-degenerate Poisson structures A and B. Let R = A−1B.

Then

• Traces of powers of R are integrals of v. They are in involution with

respect to both A and B.

• If the multiplicities of all the eigenvalues of R are equal to two, then v

is Liouville integrable.

The situation we are going to discuss is different: let the brackets form-

ing a pencil be degenerate. In this case another idea can be applied: if v is

bihamiltonian with respect to a pencil, then all Casimir functions of all max-

imal rank brackets of the pencil are integrals of v in involution. To author’s

knowledge, this was first noted by Reiman and Semenov-Tyan-Shanskii in

[36]. However, this construction can be also considered as a generalisation of

the argument shift method, introduced by A.S.Mischenko and A.T.Fomenko

in [30], and the Manakov construction of the integrals in the Euler case of

multidimensional rigid body dynamics (see [27] and Chapter 6 of this thesis).
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It often happens that the integrals obtained from the Casimir functions of

the brackets of the pencil are enough for complete integrability of the system.

The necessary and sufficient condition for this was obtained by A.V.Bolsinov

in [5].

On the other hand, many integrable systems appearing in geometry, me-

chanics and physics possess a bihamiltonian structure (see, for example,

[6, 13]). In spite of the fact that the complete integrability of these systems

was proved before the bihamiltonian structure was found, the bihamiltonian

representation is useful for the qualitative analysis of the dynamics, as it was

shown by A.V.Bolsinov and A.A.Oshemkov in [8].

The theory of qualitative (or topological) analysis of integrable hamilto-

nian systems is due to the works of A.T.Fomenko and his school (see [15,

16, 7]), as well as L.M.Lerman and Ya.L.Umanskiy (see [20, 21, 22, 23, 24]),

and M.P.Kharlamov (see [18]). The idea of this theory goes back to the

Arnold-Liouville theorem (see [2, 7]), which says that the phase space of an

integrable hamiltonian system is foliated almost everywhere into invariant

tori, and the dynamics on these tori is quasi-periodic. Consequently, if one

aims to understand the dynamics of an integrable hamiltonian system, it

is very important to study the topology of the foliation into tori (so-called

Liouville foliation). The second idea, successfully applied by the mentioned

authors, can be formulated as follows: the topology of a Liouville foliation is

mainly defined by the singularities of the system. Therefore, the theory of

qualitative analysis of integrable hamiltonian systems is mainly the theory

of singularities of such systems.

Singular points of an integrable systems are those points in which the

integrals become dependent. According to the general scheme of the theory

of integrable hamiltonian systems, the first thing we should do to describe the
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behavior of the system is to find the singular points. In order to do this, one

should calculate the Jacobi matrix for the set of integrals and find the points

at which the rank of this matrix drops, which can be very complicated in large

dimensions. However, if the system possesses a bihamiltonian structure, this

reduces to a procedure of describing the singular points of the pencil, i.e. the

union of singular points of all brackets of the pencil, which is much easier in

examples than the calculations with the Jacobi matrix (A.V.Bolsinov, [5]).

As it was shown by A.V.Bolsinov and A.A.Oshemkov in [8], bihamiltonian

structure also allows us to simplify the analysis of topology of Liouville foli-

ation in the neighbourhood of a singular point. In particular, bihamiltonian

structure allows us to prove non-degeneracy of singular points.

Non-degenerate singular points are, in some sense, generic singular points.

The notion of non-degenerate singular point of an integrable system is anal-

ogous to the notion of Morse singular point of a smooth function. Instead of

the Morse lemma we have the Eliasson theorem here: the Liouville foliation

in the neighbourhood of a singular point is symplectomorphic to the foliation

given by the quadratic parts of the integrals. The complete invariant of the

Liouville foliation in the neighbourhood of a non-degenerate singular point

is the (Williamson) type of the point - three non-negative integers ke, kh, kf

such that

ke + kh + 2kf + r = n,

where r is the rank of a point and n is the number of degrees of freedom.

The notion of type of a singular point of an integrable system is analogous

to the notion of an index of a Morse singular point1.

Thus knowing the type of a singular point makes it possible to describe

1See Section 1.3 for precise definitions of non-degeneracy and type.
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the Liouville foliation as well as dynamics in the neighbourhood of a point2.

Therefore, the first thing one should do after describing the set of singular

points is to check whether these points are non-degenerate and find their

type. For an arbitrary system this involves some non-trivial calculations.

To solve the problem for bihamiltonian systems, we introduce the notion of

linearization of a Poisson pencil at a singular point, which is again a Poisson

pencil, but a linear one. The problem of non-degeneracy and type for an

initial pencil is reduced to the same problem for a linearized one, while the

linear problem can be easily solved in algebraic terms.

We emphasise that while integrable systems are considered to be the

most “symmetric” among all dynamical systems, the systems possessing a

bihamiltonian structure are even more “symmetric”. Therefore, applying

general methods of the theory of integrable systems to bihamiltonian systems

seems to be unreasonable, and a separate theory should be developed. An

attempt to develop such a theory is made in this thesis.

1.2 Structure of the thesis

In Section 1.3 we give the definition of a complete family of integrals and an

integrable hamiltonian system. Further we give definitions of non-degeneracy

and type and formulate the Eliasson theorem about the linearization of a

Liouville foliation in a neighbourhood of a singular point.

2For example, knowing the type of a point, we can study its Lyapunov stability. Suppose

we have a non-degenerate singular point, which is a fixed point of our system. Then,

provided the system is non-resonant, this point is stable if and only if it has rank zero

and it has a so-called elliptic type, which means that kh = kf = 0. The same is true for

periodic trajectories, with the only difference that rank zero should be replaced with rank

one.
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In Section 1.4 we formulate the Jordan-Kronecker theorem about the

normal form of two skew-symmetric bilinear forms. This theorem plays a

very important role in the theory of bihamiltonian systems.

In Section 1.5 we discuss the notion of a bihamiltonian system and give

the construction of the involutive family of integrals associated with a bi-

hamiltonian structure.

In Section 1.6 we give A.Bolsinov completeness criterion for the system

constructed in Section 1.5 and formulate the question about non-degeneracy

and type.

In Sections 2.1-2.3 we introduce the notion of a linear pencil and lin-

earization of an arbitrary pencil. The non-degeneracy and type problem is

being solved for linear pencils.

Section 2.4 is devoted to the main result of the thesis: the criterion for

non-degeneracy for a general bihamiltonian system and the type determina-

tion procedure.

Chapters 3 and 4 contain technical statements and constructions, needed

for the proofs. Chapter 3 contains those which involve only zero order terms

of the brackets (in other words, we consider a pencil of skew-symmetric forms

on a vector space), while chapter 4 deals with the first order terms.

Proofs themselves are given in Chapter 5.

In the last Chapter 6 we apply our results to study stability of relative

equilibria of a free multidimensional rigid body.
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1.3 Integrability and non-degeneracy

Let ẋ = sgradH be a hamiltonian system on a symplectic manifold (M2n, ω),

where

sgradH = ω−1dH.

Let F be a family of pairwise commuting integrals of the system. It will be

convenient to assume that F is a vector space, i.e. is closed under addition

and multiplication by numbers. If it is not so, we can always replace F with

the space linearly spanned by F .

Definition 1.

1. F is said to be complete on M2n if for almost all x ∈ M2n the space

dF(x) = {df(x), f ∈ F} is maximal isotropic with respect to the

Poisson bracket ω−1, i.e. has dimension n.

2. If additionally the vector fields sgrad f, f ∈ F are complete, the system

ẋ = sgradH is called completely integrable. The foliation of M into the

connected components of the common level sets {F = const} is called

in this case the Liouville foliation.

Remark 1.3.1. This definition coincides with the classical one if it is possible

to choose n functions in F such that their differentials span dF . This cannot

always be done globally, but can be done locally, which guarantees that the

Liouville theorem still holds for the systems integrable in our sense.

Definition 2. A point x is called singular for a given integrable hamiltonian

system if dim dF(x) < n (i.e. dF(x) is not maximal isotropic). The number

rankx = dim dF(x) is called the rank of a singular point x. A fiber of Liou-

ville foliation, which contains at least one singular point, is called singular.

All other fibers are called regular.
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The Liouville theorem (see [2, 7]) claims that all compact regular fibers of

a Liouville foliation are tori, and the dynamics on these tori is conditionally

periodic.

Despite the fact that almost all fibers of a Liouville foliation are regu-

lar, it is also important to understand the topology and dynamics in the

neighbourhood of singular fibers due to the following reasons:

1. Singular fibers correspond to singular regimes of motion. In particular,

fixed points of a system always belong to singular fibers.

2. It is mainly singular fibers which define the global topology of a system.

Let us now define what a non-degenerate singular point is.

Suppose that f ∈ F , df(x) = 0. Then we can consider the linearization

of the vector field sgrad f at the point x. Denote it by Af . Since the flow

defined by sgrad f preserves the symplectic structure, Af ∈ sp(TxM).

Now consider the space W = {sgrad f(x), f ∈ F}. Since the functions

in F are in involution, all operators Af vanish on W . Consequently, we can

consider Af as operators on W⊥/W . Since W is isotropic, W⊥/W carries

a natural symplectic structure and Af ∈ sp(W⊥/W ). Also note that all Af

commute, therefore the set

AF = {Af , f ∈ F , df(x) = 0}

is a commutative subalgebra in sp(W⊥/W ).

Definition 3. A singular point x is called non-degenerate, if the subalgebra

AF constructed above is a Cartan subalgebra in sp(W⊥/W ).

If A is an element of a Cartan subalgebra h in sp, then its eigenvalues
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have the form

± λ1i, . . . ,±λkei,

± ν1, . . . ,±νkh ,

± µ1 ± ξ1i, . . . ,±µkf ± ξkf i.

The triple (ke, kh, kf ) is the same for almost all A ∈ h. Let us call this triple

the (Williamson) type of the Cartan subalgebra h. All Cartan subalgebras

of the same type are conjugate to each other (Williamson, [39]).

Definition 4. The type of a singular point x is the type of the Cartan

subalgebra AF ⊂ sp(W⊥/W ) constructed above.

It is easy to see that for every non-degenerate singular point x the fol-

lowing equality holds: ke + kh + 2kf = n− rankx.

Let us now state the Eliasson theorem about the linearization of a Liou-

ville foliation in a neighbourhood of a non-degenerate singular point.

Definition 5.

1. The foliation given by the function p2 + q2 in a neighbourhood of the

origin in (R2, dp ∧ dq) is called an elliptic singularity.

2. The foliation given by the function pq in a neighbourhood of the origin

in (R2, dp ∧ dq) is called a hyperbolic singularity.

3. The foliation given by the commuting functions p1q1 + p2q2, p1q2− q1p2

in a neighbourhood of the origin in (R4, dp∧ dq) is called a focus-focus

singularity.

Theorem 3 (Eliasson-Miranda, see [11, 12, 28] for proof, see also [7]). A

Liouville foliation in a neighbourhood of a non-degenerate singular point of
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rank r and type (ke, kh, kf ) is locally fiberwise symplectomorphic to a direct

product of ke elliptic, kh hyperbolic and kf focus-focus singularities, multiplied

by a trivial foliation Rr × Rr.

1.4 Jordan-Kronecker theorem

It is well known that two bilinear symmetric forms, one of which is positive

definite, can be simultaneously diagonalized. A similar statement holds for

skew-symmetric forms:

Theorem 4 (Jordan-Kronecker theorem, see [38]). Let A,B be two skew-

symmetric forms on a complex vector space V . Assume that B is a generic

form in the pencil αA+ βB, i.e.

rankB ≥ rank (αA+ βB) for all α, β.

Then there is a basis in V such that A,B will have the following block-

diagonal form:

A =



0 Jk1,λ1

−JTk1,λ1 0
. . .

0 Jkm,λm

−JTkm,λm 0

AK


,
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B =



0 −Ek1
Ek1 0

. . .

0 −Ekm
Ekm 0

BK


,

where

• Jk,λ is a k × k Jordan block with the eigenvalue λ.

• Ek is the k × k identity matrix.

• rank (AK + λBK) does not depend on λ.

Remark 1.4.1. If B is not a generic form, one should replace it with a suitable

linear combination αA+ βB.

Remark 1.4.2. The theorem also gives a normal form for AK and BK , which

we do not need.

The following property of the Jordan-Kronecker form is very important:

Proposition 1.4.1.

rank (A+ λB) < max
ν

rank (A+ νB)⇔ λ ∈ {λi, 1 ≤ i ≤ m}.

Note that we will not use the Jordan-Kronecker form in formulations of

theorems, because this form can hardly be calculated explicitly in examples.

Nevertheless, it will be convenient to use this form for the illustration of some

notions we are going to introduce.

Also note that we will not use the Jordan-Kronecker theorem in the

proofs, preferring an invariant style.
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1.5 Bihamiltonian systems and integrals in

involution

Definition 6. Two Poisson brackets P0, P∞ (on a smooth manifold M) are

called compatible if any linear combination of them is a Poisson bracket again.

The set of non-zero linear combinations Π = {αP0 + βP∞} (with complex

coefficients) is called in this case a Poisson pencil.

Since it only makes sense to consider Poisson brackets up to proportion-

ality, we will write Poisson pencils in the form

Π = {Pλ = P0 + λP∞}λ∈C.

Definition 7. Rank of a pencil Π at a point x is the number

rank Π(x) = max
λ

rankPλ(x).

Rank of a pencil Π on a manifold M is the number

rank Π = max
x

rank Π(x) = max
λ

rankPλ = max
λ,x

rankPλ(x).

Definition 8. A vector field v is called bihamiltonian with respect to a pencil

Π, if it is hamiltonian with respect to all brackets of the pencil.

Let Π be a Poisson pencil on M and v be a vector field which is bi-

hamiltonian with respect to Π. We want to construct a complete family of

commuting integrals for v. The main idea for this is provided by the following

well-known statement.

Proposition 1.5.1 (see [36]). Let Π = {Pλ} be a Poisson pencil. Then

1. If f is a Casimir function of Pλ for some λ, then f is an integral of

any vector field bihamiltonian with respect to Π.
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2. If f is a Casimir function of Pλ, g is a Casimir function of Pν, and

λ 6= ν, then f and g are in involution with respect to all brackets of the

pencil.

3. If f and g are Casimir functions of Pλ, and rankPλ(x) = rank Π(x),

then f and g are in involution with respect to all brackets of the pencil

at the point x.

Remark 1.5.1. The third statement can be false if rankPλ(x) < rank Π(x).

For example, let P0 be an arbitrary non-zero Poisson bracket and P∞ = 0.

The set of Casimir functions of P∞ coincides with the set of all smooth

functions. Obviously, not all of them are in involution with respect to P0.

However, the statement is true if λ is such that rankPλ(x) = rank Π for

almost all x. This can be proved by the continuity argument.

Let

Bad = {x ∈M : rank Π(x) < rank Π}.

Further we will only consider x /∈ Bad. For such x we can find α such that

rankPα(x) = rank Π. Moreover, we can find ε > 0 and a neighbourhood

U(x) such that rankPν(y) = rank Π for |ν − α| < ε, y ∈ U(x), and all local

Casimir functions of Pν where |ν − α| < ε are defined in U(x). Consider a

family F = Fα,ε generated by all these Casimir functions. Proposition 1.5.1

implies the following.

Proposition 1.5.2. F is a (local) family of integrals in involution for any

system bihamiltonian with respect to our pencil.

Remark 1.5.2. The choice of α and ε is not important which means that our

results remain true for any choice of α, ε. Moreover, under some additional

conditions we will get the same family of integrals for all α, ε. What is
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important in this construction, is the fact that F is generated by the Casimir

functions of brackets which are regular at the point x (see Example 2.4.1).

1.6 Completeness

Let

Λ(x) = {λ ∈ C : rankPλ(x) < rank Π(x)}.

and

S = {x : Λ(x) 6= ∅}.

Definition 9. We will say that Π is micro-Kronecker (or simply Kronecker),

if the set S has measure zero. Giving this definition we follow I.Zakharevich

[40] and A.Panasyuk [33].

Theorem 5 (A.V.Bolsinov [5], the criterion of completeness of F on a regular

symplectic leaf). Let O(α, x) be a symplectic leaf of the bracket Pα passing

through a point x such that Pα is regular at x. Then F |O(α,x) is complete at

x if and only if x /∈ S.

Corollary 1.6.1. F is complete on O(α, x) if and only if the set S∩O(α, x)

has measure zero.

Corollary 1.6.2. If Π is Kronecker, then F is complete on almost all regular

symplectic leaves.

The theorem also implies that singular points of F |O(α,x) are exactly the

points where the rank of some bracket Pβ drops. A question arises: How

do we check non-degeneracy of these points and determine their

type?

It turns out that the answer can be given in terms of the so-called lin-

earization of the pencil Π, which will be defined later.
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Chapter 2

Definitions and the

non-degeneracy criteria

2.1 Linear pencils

Definition 10. Let g be a Lie algebra and A be a skew-symmetric bilinear

form on it. Then A can be considered as a Poisson tensor on the dual space g∗.

Assume that the corresponding bracket is compatible with the Lie-Poisson

bracket. The Poisson pencil Πg,A = {P g,A
λ }, where

P g,A
λ (x)(ξ, η) = 〈x, [ξ, η]〉+ λA(ξ, η), for ξ, η ∈ g,

will be called the linear pencil associated with the pair (g, A).

Giving this definition, we are motivated by the fact that linear pencils

arise as a linearization of a general Poisson pencil at a singular point (see

Section 2.3). Now we shall discuss some properties of linear pencils.

Proposition 2.1.1. A form A on g is compatible with the Lie-Poisson

bracket if and only if this form is a 2-cocycle in terms of the Chevalley-
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Eilenberg complex, i.e.

dA(ξ, η, ζ) = A([ξ, η], ζ) + A([η, ζ], ξ) + A([ζ, ξ], η) = 0 (2.1)

for any ξ, η, ζ ∈ g.

The proof is straightforward.

Corollary 2.1.1. If a form A is compatible with the Lie-Poisson bracket on

g∗, then KerA is a subalgebra in g.

Proof. Let ξ, η ∈ KerA. Then last two terms in identity (2.1) vanish, there-

fore so does the first one, which means that [ξ, η] ∈ KerA, q.e.d.

Remark 2.1.1. A definition of the Chevalley-Eilenberg complex can be found

in [10].

Example 2.1.1 (Exact forms or “argument shift method”). Let g be an arbi-

trary Lie algebra and Aa(ξ, ψ) = 〈a, [ξ, ψ]〉, where a ∈ g∗. It is easy to see

that Aa is compatible with the Lie-Poisson bracket.

The condition A = Aa is equivalent to the fact that A = da in the

Chevalley-Eilenberg complex, therefore the compatibility of Aa and the Lie-

Poisson bracket simply means that d2 = 0.

The pencils with A = Aa are the ones which one should consider when

constructing an integrable system by the argument shift method (see [30]),

therefore we will call them pencils of the argument shift type. It also seems

reasonable to call such pencils exact.

We want to use linear pencils to construct commuting functions following

the general scheme of Section 1.5. In order to be able to do so, we need the

following property of regularity :

Definition 11. We will say that a cocycle A on g is regular, if rank Πg,A =

rankA.
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It is easy to see that if A = Aa, then rankP g,A
λ = dim g − ind g for any

λ 6=∞, therefore regularity of A means that rankA = dim g− ind g, i.e. it is

equivalent to regularity of the element a. To give a criteria for regularity in

the general case, we need a (standard) construction of the central extension

of g, associated with a form A. Let us consider the space gA = g+K1, where

K1 = 〈z〉 is a one-dimensional vector space, and define a commutator [ , ]A

on gA by the following rule:

[x, y]A = [x, y] + A(x, y)z, for any x, y ∈ g ⊂ gA,

[z, gA]A = 0.

It is easy to see that if A is closed, then the commutator [ , ]A turns gA into

a Lie algebra. Also note that g = gA/〈z〉 and the lift of A to gA is an exact

form. This means that every closed 2-form on a Lie algebra becomes exact

after a lift to a certain one-dimensional central extension.

Proposition 2.1.2. A 2-cocycle A on g is regular if and only if it its lift Ã

to gA is a differential of a regular element.

Proof. It suffices to show that A is regular if and only if Ã is regular. Since

rank ΠgA,Ã = rank Πg,A and rank Ã = rankA, our proposition is proved.

Proposition 2.1.3. If A is a regular cocycle on g, then KerA is abelian.

Proof. Let Ã be the lift of A to gA. Since Ã is exact, Ker Ã is abelian. But

KerA = π(Ker Ã), where π is the natural projection. Therefore, KerA is

abelian as well.

We will see that in good examples KerA is not just an abelian subalgebra,

but a Cartan subalgebra.

Suppose that A is regular. Then we can apply the construction of Section

1.5 to the pencil Πg,A in the neighbourhood of the origin (because the origin
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does not belong to Bad due to regularity of A) and get a family F which

is involutive with respect to all brackets of the pencil. In particular, with

respect to the constant bracket A. Consider the symplectic leaf of A passing

through the origin. This is simply a linear subspace of g∗. The restriction of

F to this symplectic leaf is complete if and only if Λ(x) is empty for almost

all x belonging to this subspace (see Corollary 1.6.1). This leads us to the

following

Definition 12. A pencil Πg,A with regular A will be called integrable if the

measure of the set S ∩O is zero where

S = {x : there exists λ such that rankP g,A
λ (x) < rank Πg,A}

and O is the symplectic leaf of A passing through the origin.

We see that if a pencil Πg,A is integrable then there is a well-defined

integrable system on the symplectic leaf of A passing through the origin.

2.2 Singularities associated with integrable

linear pencils

Suppose that a pencil Πg,A is integrable. Then the Casimir functions of the

regular brackets of the pencil define an integrable system on a symplectic

leaf of A passing through the origin. The origin is a zero-rank singular point

for this system. This means that every integrable linear pencil canonically

defines a zero-rank singularity (i.e. a germ of an integrable system at a

singular point). Denote the singularity associated with Πg,A by Sing(Πg,A).

Example 2.2.1 (Argument shift on semisimple Lie algebras). Let g be a

semisimple Lie algebra with two or four-dimensional coadjoint orbits and

18



Figure 2.1: Singularity corresponding to so(3)

Figure 2.2: Singularity corresponding to sl(2), shift by a hyperbolic element

A = Aa be an “argument shift” form, where a ∈ g∗ is a regular element.

Below is the list of the corresponding singularities:

1. Two-dimensional orbits: one degree of freedom.

• so(3) - elliptic singularity (center). See Figure 2.1.

• sl(2) - hyperbolic singularity (saddle) if the Killing form is pos-

itive on a (Figure 2.2), elliptic if it is negative (Figure 2.3), and

degenerate if it is zero (Figure 2.4).

2. Four-dimensional orbits: two degrees of freedom.
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Figure 2.3: Singularity corresponding to sl(2), shift by an elliptic element

Figure 2.4: Singularity corresponding to sl(2), shift by a nilpotent element
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• so(4) ' so(3)⊕ so(3) - center-center singularity (a product of two

elliptic singularities).

• so(2, 2) ' sl(2) ⊕ sl(2) - saddle-saddle (a product of two hyper-

bolic singularities), saddle-center (a product of an elliptic and a

hyperbolic singularity), center-center (a product of two elliptic

singularities) or degenerate singularity (depending on a).

• so(3, 1) ' so(3,C) ' sl(2,C) - focus-focus singularity if a is

semisimple, degenerate otherwise.

We will see further that no semisimple Lie algebras except for the sums

of so(3), sl(2) and so(3, 1) give rise to non-degenerate singularities. The

corresponding fact in the theory of integrable systems is the Eliasson theorem:

all non-degenerate singularities are products of elliptic, hyperbolic and focus-

focus singularities (see Theorem 3).

There are also solvable Lie algebras which give rise to non-degenerate

singularities.

Example 2.2.2.

1. Any regular linear pencil on e(2) = so(2) i R2 which is not of the

argument shift type gives rise to an elliptic singularity. The argument

shift pencil gives rise to a degenerate singularity.

2. Any regular linear pencil on e(1, 1) = so(1, 1) i R2 which is not of

the argument shift type gives rise to a hyperbolic singularity. The

argument-shift pencil gives rise to a degenerate singularity.

3. Any regular linear pencil on e(2,C) ' e(1, 1,C) which is not of the ar-

gument shift type gives rise to a focus-focus singularity. The argument-

shift pencil gives rise to a degenerate singularity.
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Definition 13. An integrable linear pencil Πg,A will be called non-

degenerate, if the singularity Sing(Πg,A) is non-degenerate.

Before giving a classification theorem of non-degenerate pencils, we need

to define three special algebras.

Definition 14.

1. Denote by g♦ the Lie algebra generated by e, f, h, t with the following

relations:

[e, f ] = h,

[h, g♦] = 0,

[t, e] = f,

[t, f ] = −e.

This algebra is known as the “diamond Lie algebra” (see [19]).

2. Denote by gh♦ the Lie algebra generated by e, f, h, t with the following

relations:

[e, f ] = h,

[h, gh♦] = 0,

[t, e] = e,

[t, f ] = −f.

This algebra may be called the “hyperbolic diamond Lie algebra”.

3. gC♦ = C ⊗ g♦ ' C ⊗ gh♦ - the common complexification of these two

algebras.
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Remark 2.2.1. The algebras g♦ and gh♦ are (the only non-trivial) one-

dimensional central extensions of e(2) and e(1, 1).

On the other hand, g♦ and gh♦ may be obtained in the following way:

There is a natural action of sp(2) on three-dimensional Heisenberg algebra

h(3). sp(2) has subalgebras so(2) and so(1, 1). The semi-direct sums of h(3)

with these subalgebras are exactly g♦ and gh♦.

Definition 15. A complex Lie algebra g will be called non-degenerate if it

can be represented as

g '
(⊕

so(3,C)
)
⊕
((⊕

gC♦

)
/h0

)
⊕ V,

where V is abelian, and h0 is a central ideal.

A real Lie algebra g will be called non-degenerate if it can be represented

as

g '
(⊕

so(3)⊕
⊕

sl(2)⊕
⊕

so(3,C)
)
⊕

⊕
((⊕

g♦ ⊕
⊕

gh♦ ⊕
⊕

gC♦

)
/h0

)
⊕ V,

where V is abelian, and h0 is a central ideal1.

A type of non-degenerate Lie algebra g with respect to its Cartan subal-

gebra2 h is the triple (ke, kh, kf ), where

• ke = is the number of so(3) terms in the decomposition of g + the

number of g♦ terms + the number of sl(2) terms such that the Killing

form on sl(2) ∩ h is negative.

1In other words, a real Lie algebra is non-degenerate if its complexification is non-

degenerate.
2By definition, a Cartan subalgebra of an arbitrary Lie algebra is a nilpotent subal-

gebra which coincides with its normaliser. In the case of non-degenerate algebras Cartan

subalgebras are simply maximal diagonalizable abelian subalgebras.
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• kh = is the number of gh♦ terms + the number of sl(2) terms such that

the Killing form on sl(2) ∩ h is positive.

• kf = is the number of so(3,C)terms + the number of gC♦ terms.

Theorem 6 (Classification of non-degenerate linear pencils).

1. A linear pencil Πg,A is non-degenerate if and only if g is non-degenerate

and KerA is a Cartan subalgebra.

2. Assume that Πg,A is non-degenerate. Then the type of Sing(Πg,A) co-

incides with the type of g with respect to KerA.

The proof of the first statement in the complex case can be found in

Section 5.2, and in the real case - in Section 5.3. The proof of the second

statement is given in Section 5.4.

Remark 2.2.2. It follows from the theorem that if g is non-degenerate and

KerA is a Cartan subalgebra, then A is automatically regular and the pencil

Πg,A is automatically integrable.

2.3 Linearization of a Poisson pencil

Let P be a Poisson bracket on a manifold M , x ∈ M . It is well-known that

the linear part of P defines a Lie algebra structure on the kernel of P at the

point x.

The commutator in this algebra is defined as follows: let ξ, η ∈ KerP (x).

Choose any functions f, g such that df = ξ, dg = η, and define

[ξ, η] = d{f, g}.

The following is well-known (see [10], for example).
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Proposition 2.3.1.

1. The commutator [ , ] is well-defined and indeed turns KerP (x) into a

Lie algebra.

2. If P is regular at the point x, then this algebra is abelian.

Now consider a Poisson pencil {Pλ = P0+λP∞} and fix a point x. Denote

by gλ(x) the Lie algebra on the kernel of Pλ at the point x. For regular λ

(i.e. for λ /∈ Λ(x)) the algebra gλ is abelian. For singular λ (λ ∈ Λ(x)) this is

not the case in general, therefore gλ(x) carries non-trivial information about

the behaviour of the pencil in the neighbourhood of x.

Remark 2.3.1. For real λ the algebra gλ(x) is real, while for complex λ it is

complex.

It turns out that apart from the Lie algebra structure gλ carries one more

additional structure.

Proposition 2.3.2. For any α, β the restrictions of Pα(x), Pβ(x) on gλ(x)

coincide up to a multiplicative constant.

Proof. Since Pλ vanishes on gλ, all other brackets of the pencil are propor-

tional.

The restriction Pα |gλ is a 2-form on gλ. Therefore, it can be interpreted

as a constant Poisson bracket on g∗λ.

Theorem 7. The bracket Pα |gλ is compatible with the Lie-Poisson bracket

on g∗λ (i.e. Pα |gλ is a 2-cocycle on gλ).

Proof. Since Pα and Pλ are compatible, we have

{{f, g}α, h}λ + {{g, h}α, f}λ + {{h, f}α, g}λ+

+ {{f, g}λ, h}α + {{g, h}λ, f}α + {{h, f}λ, g}α = 0.
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But if df, dg, dh ∈ KerPλ then the first three terms vanish and we can write

down

{{f, g}λ, h}α + {{g, h}λ, f}α + {{h, f}λ, g}α = 0.

or

Pα([df, dg], dh) + Pα([dg, dh], df) + Pα([dh, df ], dg) = 0,

i.e. Pα is a 2-cocycle on gλ, q.e.d.

Consequently, Pα |gλ defines a linear pencil on g∗λ. Since Pα |gλ is defined

up to a multiplicative constant, the pencil is well-defined. Denote this pencil

by dλΠ(x).

Definition 16. The pencil dλΠ(x) will be called the λ-linearization of the

pencil Π at the point x.

2.4 The non-degeneracy criterion

Definition 17. A pencil Π will be called diagonalizable at a point x, if for

each λ ∈ Λ(x) and any α 6= λ the following is true

dim Ker
(
Pα(x) |KerPλ(x)

)
= corank Π(x).

Remark 2.4.1. In terms of the Jordan-Kronecker decomposition for the pencil

Π at a point x this means that all Jordan blocks Jki,λi have size 1 × 1, i.e.

all ki are equal to 1.

Theorem 8 (The non-degeneracy criterion). Let O(α, x) be a symplectic leaf

of a bracket Pα passing through x. Assume that Pα is regular at x (or, which

is the same, O(α, x) is a symplectic leaf of maximal dimension). Then the

singular point x of the integrable system F |O(α,x) is non-degenerate if and

only if the following two conditions hold:
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1. Π is diagonalizable at point x.

2. For each λ ∈ Λ(x) the linear pencil dλΠ(x) is non-degenerate.

The proof of this theorem is given in Section 5.5.

The following example shows that Theorem 8 is wrong if we add to the

system F a Casimir function of a bracket, singular at x (recall that F , by

definition, is generated by Casimir functions of regular brackets).

Example 2.4.1 (A.V.Bolsinov). Consider so(3)∗ with the following bracket

P0 = (x2 + y2 + z2)Pso(3),

where Pso(3) is the standard Lie-Poisson bracket on so(3).

Consider also any constant bracket of rank 2 and denote it by P∞. It is

easy to check that P0 and P∞ are compatible.

The Casimir function of P0 is x2 +y2 +z2. The restriction of this function

to the symplectic leaf of P∞, passing through the origin, defines an integrable

system. The origin is a non-degenerate elliptic point of this system. However,

the linearization of our pencil at the origin is zero, therefore the conditions

of Theorem 8 do not hold.

But if we take a Casimir function of a regular bracket, it will look like

(x2 + y2 + z2)2 + linear tems,

and its restriction to the symplectic leaf of P∞ is degenerate, as it is predicted

by Theorem 8.

The problem is that if we consider the set of the Casimir functions of all

brackets of the pencil, the function x2 +y2 + z2 will be an “isolated point” in

this set. But if the set of all Casimir functions formed a smooth family, then

Theorem 8 could be applied even if F contains Casimir functions of a bracket
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singular at a given point (for example, we could take as F the set of Casimir

functions of all brackets). This can be proved by continuity arguments.

Theorem 9 (Type theorem). Assume that the conditions of Theorem 8 hold.

Then the type of the singular point x is (ke, kh, kf ), where

ke =
∑

λ∈Λ(x)∩R

ke(λ),

kh =
∑

λ∈Λ(x)∩R

kh(λ),

kf =
∑

λ∈Λ(x)∩R

kf (λ) +
1

2

∑
λ∈Λ(x),
Imλ>0

(dimC KerPλ − corank Π),

and (ke(λ), kh(λ), kf (λ)) is the type of Sing(dλΠ(x)).

In other words, the type of a non-degenerate singular point x is the “sum”

of types of Sing(dλΠ(λ)) for all λ ∈ Λ(x). The second summand in the for-

mula for kf appears, because Sing(dλΠ(λ)) is always a focus-focus singularity

if λ is not real.

The proof of Theorem 9 is given in Section 5.5.

Taking into account the Eliasson theorem (Theorem 3), Theorem 9 can

be reformulated as follows:

Theorem 10 (Bihamiltonian linearization theorem). Assume that the condi-

tions of Theorem 8 hold. Then the Liouville foliation of the system F |O(α,x)

is locally symplectomorphic to ∏
λ∈Λ(x),
Imλ≥0

Sing(dλΠ(x))

× (Rk × Rk),

where Rk × Rk is a trivial Lagrangian foliation and

k =
1

2

rank Π−
∑
λ∈Λ(x)

(dim KerPλ − corank Π)


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is the rank of x.

A question arises: is it possible to generalise this theorem to the case of

degenerate linearizations?

Conjecture 1 (Bihamiltonian linearization conjecture). Assume that

1. A pencil Π is diagonalizable at a point x.

2. For each singular λ the linearization dλΠ(x) is “nice” (for example,

gλ(x) is reductive and Pα is exact on gλ(x)).

Then for each regular α the statement of Theorem 10 holds.

If the conjecture is true, then any bihamiltonian system is locally equiv-

alent to a system of “argument shift type”, assuming that the linearization

of the initial system is “nice”.
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Chapter 3

Zero order theory

In this chapter we study properties of two compatible Poisson brackets at

a point, i.e. properties of two skew-symmetric bilinear forms on a vector

space. Note that all of these properties are known and can be deduced from

the Jordan-Kronecker theorem.

3.1 Geometry of a pair of skew-symmetric

forms on a vector space

Consider a pencil Π and a point x. Define

Λ = {λ ∈ C : rankPλ(x) < rank Π(x)}.

L =
∑
λ∈R\Λ

KerPλ(x) ⊂ T∗xM.

Proposition 3.1.1 (Lagrange interpolation formula). Let Π be a Poisson

pencil, α 6= β. Then

Pγ(ξ, ψ)(x) =
β − γ
β − α

Pα(ξ, ψ)(x) +
γ − α
β − α

Pβ(ξ, ψ)(x)

for any ξ, ψ ∈ T∗xM .
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Proof. By definition we have

Pα = P0 + αP∞,

Pβ = P0 + βP∞.

Expressing P0 and P∞ and substituting the result into the formula

Pγ = P0 + γP∞,

we obtain the desired statement.

Proposition 3.1.2.

1. If α 6= β, then KerPα is orthogonal to KerPβ with respect to any bracket

of the pencil.

2. If α /∈ Λ, then KerPα is isotropic with respect to any bracket of the

pencil.

Proof. Let ξ ∈ KerPα, ψ ∈ KerPβ. We have

Pα(ξ, ψ) = 0,

Pβ(ξ, ψ) = 0

If α 6= β then, taking into account Proposition 3.1.1, we have Pγ(ξ, ψ) = 0

for any γ.

Further if α is regular then

KerPα = lim
x→α

KerPx.

Passing to the limit in the equality Pγ(KerPx,KerPα) = 0 we obtain the

second statement.
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Proposition 3.1.3. The space L is isotropic with respect to any bracket of

the pencil.

Proof. By definition L is the direct sum of the kernels of the regular brackets.

By Proposition 3.1.2, all these kernels are isotropic and orthogonal to each

other with respect to any bracket of the pencil. Therefore L is isotropic with

respect to all these brackets.

Proposition 3.1.4. Orthogonal complement to L does not depend on the

choice of a bracket of the pencil.

Proof. Assume that Pα(ξ, L) = 0. We need to show that Pβ(ξ, L) = 0 for

any β which means that Pβ(ξ,KerPγ) = 0 for any regular γ. We have

Pγ(ξ,KerPγ) = 0,

Pα(ξ,KerPγ) = 0, because Pα(ξ, L) = 0,KerPγ ⊂ L.

If γ 6= α these two equalities imply Pβ(ξ,KerPγ) = 0 (taking into account

Proposition 3.1.2). And if γ = α then α is regular, and our statement can

be proven by passing to the limit.

Proposition 3.1.5. Let b(x, y) be a skew-symmetric bilinear form on a

vector space V and let W be a vector subspace in V . Then dimW⊥ =

dimV − dimW + dim(W ∩Ker b), where W⊥ is the orthogonal complement

to W with respect to the form b.

Proof. Consider the operator b : V → V ∗ given by the formula

b(x)(y) = b(x, y).

By definition Ker b = Ker b, therefore

Ker (b |W ) = Ker b ∩W.
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Consequently,

dim b(W ) = dimW − dim(Ker b ∩W ).

But

W⊥ = Ann b(W ),

which gives us the desired formula.

Proposition 3.1.6. Any regular bracket of the pencil is non-degenerate on

L⊥/L.

Proof. First of all we should say that that the forms Pα are well-defined on

L⊥/L, because L is isotropic with respect to all these forms. Since α is

regular, there is an inclusion KerPα ⊂ L. Therefore, taking into account

Proposition 3.1.5,

dimL⊥ = n− dimL+ dim KerPα,

where n is the dimension of the whole space. Furthermore

dim(L⊥)⊥ = n− dimL⊥ + dim KerPα = dimL.

But this means that (L⊥)⊥ = L, which implies non-degeneracy of Pα on

L⊥/L.

Lemma 3.1.1. Denote W =
k∑
i=1

KerPαi and let α and β be different from

all αk. Then

dim (W ∩KerPα) = dim (W ∩KerPβ) .

Proof. Decompose each KerPαi into a sum

KerPαi =

(
KerPαi ∩

(
i−1∑
j=1

KerPαj

))
⊕ Vi.
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Obviously, we have

L =
k⊕
i=1

Vk

and for each ξ ∈ (KerPα ∩W ) there exists a unique decompostion

ξ =
∑

ξj, ξj ∈ Vj.

Define

πβα(ξ) =
∑ αj − α

αj − β
ξj.

We will have

Pβ(πβα(ξ), ψ) = Pβ

(∑ αj − α
αj − β

ξj, ψ

)
=
∑ αj − α

αj − β
Pβ (ξj, ψ) =

=
∑ αj − α

αj − β

(
αj − β
αj − α

Pα(ξj, ψ) +
β − α
αj − α

Pαj(ξj, ψ)

)
=

=
∑

Pα(ξj, ψ) = Pα(ξ, ψ) = 0.

Consequently, πβα(KerPλ ∩W ) = KerPβ ∩W . Also note that the map πβα is

invertible: the inverse is given by the formula

παβ (ξ) =
∑ αj − β

αj − α
ξj.

Therefore πβα is an isomorphism between KerPα ∩W and KerPβ ∩W , and

the dimensions of these spaces are equal.

Lemma 3.1.2. Let k = dimL. Then for any regular different α1, . . . , αk

k∑
i=1

KerPαi = L.

Proof. Let

Lm =
m∑
i=1

KerPαi .

By Lemma 3.1.1 for any α different from αi,where i ∈ {1, . . . ,m}, we have

dim (Lm ∩KerPα) = dim
(
Lm ∩KerPαm+1

)
.
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If KerPαm+1 ⊂ Lm then

dim (Lm ∩KerPα) = dim KerPαm+1 = corank Π.

But if α is regular then dim KerPα = corank Π and therefore KerPα ⊂ Lm.

This implies L ⊂ Lm, which means that Lm = L.

Consequently, either there exists m ≤ dimL such that Lm = L, and in

this case everything is proven, or there exists a sequence of strict inclusions

L1 ⊂ L2 ⊂ · · · ⊂ Lk,where k = dimL.

Since L1 is non-empty and all inculsions are strict, we have dimLk ≥ k =

dimL, therefore Lk = L, q.e.d.

Corollary 3.1.1. Let F be a system of functions defined in Section 1.5.

Then dF = L.

Proof. F is generated by local Casimir functions of infinite number of regular

brackets of the pencil. Differentials of local Casimir functions of a regular

bracket generate kernel of this bracket. Therefore dF is a sum of kernels of

infinite number of regular brackets of the pencil. But it is enough to take

k = dimL of them to generate L.

Lemma 3.1.3. dim(KerPλ ∩ L) = corank Π for all λ.

Proof. By Lemma 3.1.2 there exists a decomposition

L =
k∑
i=1

KerPαi .

By Lemma 3.1.1

dim (KerPλ(x) ∩ L) = dim (KerPα(x) ∩ L)

for any α different from all αi. But if α is regular we have

dim (KerPα(x) ∩ L) = dim KerPα = corank Π,

which proves our Lemma.
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3.2 The recursion operator

Since Pβ is non-degenerate on L⊥/L for any regular β, the recursion operator

Rβ
α = P−1

β Pα for such β is well-defined.

Proposition 3.2.1. For any α, γ and regular β, δ there exist constants

a, b, c, d such that

Rβ
α = (cRδ

γ + dE)−1(aRδ
γ + bE).

Consequently, the operators Rβ
α and Rδ

γ commute.

Proof. By definition we have

Rβ
α = P−1

β Pα,

Rδ
γ = P−1

δ Pγ.

Using interpolation formula we may write

Pα = aPγ + bPδ, Pβ = cPγ + dPδ,

which implies

Rβ
α = (cPγ + dPδ)

−1(aPγ + bPδ) =

= (Pδ(cR
δ
γ + dE))−1Pδ(aR

δ
γ + bE) = (cRδ

γ + dE)−1(aRδ
γ + bE),

q.e.d.

Remark 3.2.1. Since Rβ
α is parametrized by α and β, we have a two-

dimensional family of recursion operators. But usually it does not matter

which of them to consider. In this case we will simply say “the recursion

operator”.

Lemma 3.2.1. The eigenspaces of the recursion operator are pairwise or-

thogonal with respect to all brackets of the pencil.
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Remark 3.2.2. We say “the recursion operator” here, cause all recursion op-

erators have common eigenspaces.

Proof of Lemma 3.2.1. Without loss of generality we may assume that the

bracket P∞ is regular and consider the operator R∞0 .

It is easy to see that

Ker (R∞0 − λE) = Ker
(
P−λ |L⊥/L

)
,

where E is the identity operator.

But the kernels of the brackets of the pencil are pairwise orthogonal,

which proves the desired statement.

Proposition 3.2.2. A pencil is diagonalizable at x if and only if the corre-

sponding recursion operator is diagonalizable (over C).

Remark 3.2.3. Lemma 3.2.1 implies that if Rδ
γ is diagonalizable, then Rβ

α is

diagonalizable as well.

Proof of Proposition 3.2.2. Suppose that the recursion operator is diagonal-

izable. Then the (complexified) space L⊥/L is decomposed into the sum of

the eigenspaces of the recursion operator. All summands are orthogonal to

each other, therefore any regular bracket of the pencil is non-degenerate on

these summands, which means that

Ker
(
Pα |KerPλ/(KerPλ∩L)

)
= 0.

But this implies

Ker (Pα |KerPλ) = KerPλ ∩ L.

Taking into account Lemma 3.1.3 we obtain the following

dim KerPα |KerPλ= corank Π,
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q.e.d.

Now let the pencil be diagonalizable at x. This immediately implies that

Pα is non-degenerate on KerPλ/(KerPλ ∩ L) for any λ. Now suppose that

the recursion operator R∞0 has a non-trivial Jordan block for some eigenvalue

λ. This means that

(R∞0 − λE)y = x

for some non-zero x, y ∈ L⊥/L.

Then for any z ∈ L⊥/L we have

P−λ(y, z) = P∞(x, z).

If z ∈ KerP−λ/(KerP−λ ∩ L), then P∞(x, z) = 0. But this means that P∞

has a kernel on KerP−λ/(KerP−λ ∩ L). Contradiction.

Corollary 3.2.1. If a pencil is diagonalizable at point x, then the space L⊥/L

is decomposed into the sum of the real parts of the eigenspaces of the recursion

operator. The summands of this decomposition are pairwise orthogonal with

respect to all brackets of the pencil.
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Chapter 4

First order theory

4.1 Definition of the operator DfP

In this section we will define the operator DfP , which will be very useful

later. Let P be a Poisson bracket on M , x ∈ M , df(x) ∈ KerP (x). Define

DfP (x) : T∗xM → T∗xM by the following formula

DfP (x)(ξ) = d{f, g}P ,

where g is an arbitrary function such that dg(x) = ξ.

Let

Cij
k =

∂P ij

∂xk
.

Proposition 4.1.1.

(DfP (x)(ξ))k = Cij
k

∂f

∂xi
ξj + P ij ∂2f

∂xi∂xk
ξj

and therefore does not depend on the choice of g.

Proof.

∂

∂xk
{f, g}P =

∂

∂xk
(P ij ∂f

∂xi
∂g

∂xj
) = Cij

k

∂f

∂xi
ξj + P ij ∂2f

∂xi∂xk
ξj,

q.e.d.
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Proposition 4.1.2. DfP (x) is dual to the linearisation Af of a vector field

sgrad f = Pdf at a point x. In other words,

〈DfP (x)(ξ), v〉 = 〈ξ, Af (v)〉

for any v ∈ TxM .

Proof. By definition

Af (v) =
∂

∂v

∂

∂(sgrad f)
.

Let ξ = dg. Then

〈ξ, Af (v)〉 =
∂

∂v

∂g

∂(sgrad f)
=
∂{f, g}
∂v

= 〈DfP (x)(ξ), v〉,

q.e.d.

Proposition 4.1.3. DfP (x) is skew-symmetric with respect to P , which

means

P (DfP (x)(ξ), η) + P (ξ,DfP (x)(η)) = 0

Proof. By definition we have

DfP (x)(ξ) = d{f, g}(x), where dg(x) = ξ,

DfP (x)(η) = d{f, h}(x), where dh(x) = η.

Therefore

P (DfP (x)(ξ), η) = {{f, g}, h}(x),

P (ξ,DfP (x)(η)) = {{h, f}, g}(x),

and

P (DfP (x)(ξ), η) + P (ξ,DfP (x)(η)) =

= {{f, g}, h}(x) + {{h, f}, g}(x) = −{{g, h}, f}(x) = 0,

because df(x) ∈ KerP .
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Proposition 4.1.4. Let W ⊂ T ∗xM be invariant under DfP (x). Then W⊥

is also invariant.

Proof. Let ξ ∈ W⊥, η ∈ W . Then

P (DfP (x)(ξ), η) = −P (ξ,DfP (x)(η)) = 0,

because W is invariant. Therefore DfP (x)(ξ) ∈ W⊥, q.e.d.

Proposition 4.1.5. The kernel of P at a point x is invariant with respect

to DfP (x).

Proof. Indeed, KerP = (T ∗xM)⊥ and, therefore, is invariant.

Proposition 4.1.6. Let ξ ∈ KerP . Then

DfP (x)(ξ) = [df(x), ξ],

where [, ] is the commutator in the linearization of P .

Proof. By definition

DfP (x)(ξ) = d{f, g}(x), where dg(x) = ξ.

On the other hand,

[df(x), ξ] = [df(x), dg(x)] = d{f, g}(x)

by the definition of linearization. Proposition is proved.

Proposition 4.1.7. If x is regular, then DfP (x) vanishes on KerP .

Proof. Indeed, the linearization of P is Abelian in this case.
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4.2 Operators DfPα for f ∈ F

The following two lemmas will allow us to rewrite the operator DfPα, f ∈ F

as DgPλ for an appropriate function g.

Lemma 4.2.1. Let

f =
k∑
i=1

fαi ,

where fαi is a Casimir function of Pαi.

Let also df(x) ∈ KerPα(x).

Let λ ∈ C and λ 6= αi for any i. Consider a function

g =
k∑
i=1

α− αi
λ− αi

fαi .

Then

1. dg(x) ∈ KerPλ,

2. DfPα(x) = DgPλ(x).

Proof.

1. We have

Pλ(dg, ξ) = Pλ

(∑ α− αi
λ− αi

dfαi , ξ

)
=
∑ α− αi

λ− αi
Pλ(dfαi , ξ) =

=
∑

Pα(dfαi , ξ) = Pα(df, ξ) = 0.

2. We have

〈DgPλ(x), dh〉 = dPλ(dg, dh) = d
∑ α− αi

λ− αi
Pλ(dfαi , dh) =

= d
∑

Pα(dfαi , dh) = dPα(df, dh) = 〈DfPα(x), dh〉.
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Lemma 4.2.2. Let

f =
k∑
i=1

fαi ,

where fαi is a Casimir function of Pαi.

Let also df(x) ∈ KerPα(x).

Suppose that λ = αj and αj is regular at a point x. Then there exists a

function g ∈ F such that

1. dg(x) ∈ KerPλ,

2. DfPα(x) = DgPλ(x).

Proof. Consider a smooth family fν such that fν |ν=αj= fαj and fν is a

Casimir function of Pν . Let

f(ν) =
k∑
i=1

fαi − fαj + fν

By the previous lemma, for each ν in a sufficiently small punctured neigh-

bourhood of αj we have

Df(ν)Pα(x) = Dg(ν)Pλ(x)

for some function g(ν) ∈ F . Since Df(ν)Pα(x) → DfPα(x) as ν → αj,

the operator DfPα(x) belongs to the closure of the set {DgPλ}g∈F ,dg∈KerPλ
.

But this latter set is a finite-dimensional vector space, therefore it contains

DfPα(x), q.e.d.

Corollary 4.2.1. Let f ∈ F , df(x) ∈ KerPα. Then DfPα is skew-

symmetric with respect to all brackets of the pencil.

Proof. Taking into account Lemmas 4.2.1, 4.2.2, we see that for each λ there

exists a function g such that

DfPα = DgPλ.

But DgPλ is skew-symmetric with respect to Pλ.
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Proposition 4.2.1. Let f ∈ F , df(x) ∈ KerPα. Then DfPα vanishes on L.

Proof. It suffices to show that DfPα vanishes on KerPγ for each regular γ.

As it was shown, there exists a function g such that DfPα = DgPγ. Due to

the regularity of Pγ the operator DgPγ vanishes on KerPγ (see Proposition

4.1.7), q.e.d.

Consequently, the operators DfPα are well-defined on the space L⊥/L.

By Corollary 4.2.1 the following is true

Proposition 4.2.2. Let f ∈ F , df(x) ∈ KerPα. Then

DfPα |L⊥/L∈ sp(L⊥/L, Pβ)

for any regular β, i.e. operators DfPα |L⊥/L are bi-symplectic.

Corollary 4.2.2. Let f ∈ F , df(x) ∈ KerPα. Then DfPα |L⊥/L commutes

with the recursion operator.

Proof. Let D = DfPα |L⊥/L. Due to the skew-symmetry we have

DPα + PαD
T = 0,

DPβ + PβD
T = 0,

which implies

DR = DP−1
α P β = P−1

α DTPβ = P−1
α PβD = RD,

q.e.d.

Corollary 4.2.3. Let f ∈ F , df(x) ∈ KerPα. Then DfPα |L⊥/L preserves

the eigenspaces of the recursion operator.

The following Proposition allows us to calculate DfPα on such an

eigenspace.
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Proposition 4.2.3.

1. Let f =
k∑
i=1

fαi, where fαi is a Casimir function of a regular bracket

Pαi. Let also df(x) ∈ KerPα, λ ∈ Λ(x). Then

DfPα |KerPλ (ξ) =

[
k∑
i=1

α− αi
λ− αi

dfαi , ξ

]
,

where [ , ] is the commutator in gλ.

2. The following sets of operators are equal

{DfPα |KerPλ}f∈F ,df∈KerPα
= {adξ}ξ∈gλ∩L,

where adξ is the adjoint operator in gλ

Proof. This directly follows from Proposition 4.1.6 and Lemma 4.2.1.

Now note that if the recursion operators are diagonalizable, we are able

to express DfPα on the whole L⊥/L via adjoint operators. Indeed, L⊥/L in

this case is going to be the direct sum of KerPλ |L⊥/L, λ ∈ Λ(x).

Denote

D =
{
DfPα |L⊥/L

}
f∈F ,df∈KerPα

⊂ sp(L⊥/L).

By Lemmas 4.2.1, 4.2.2, the subspace D does not depend on the choice of α.

Lemma 4.2.3. D is invariant with respect to the recursion operator. In

other words, if D ∈ D, then RD ∈ D.

Proof. Without loss of generality we may assume that D = DfPα, where α

is regular. Choose a Casimir function fα of Pα such that dfα(x) = df(x).

Then

RD = PβP
−1
α D = PβP

−1
α Df−fαPα = Pβd2(f − fα) = Df−fαPβ ∈ D.
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Corollary 4.2.4. Let Dλ =
{
DfPα |Re Ker (Pλ|C⊗L⊥/L)

}
f∈F ,df∈KerPα

. Suppose

that the pencil is diagonalizable. Then D =
⊕

Dλ.

4.3 Operator DfP and linearizations of

hamiltonian vector fields

Let us consider the integrable system F |O(α,x) defined in Section 1.5. We

assume that the symplectic leaf O(α, x) is regular.

The tangent space TxO is equipped with a natural symplectic form ωα

given by the formula

ωα(Pαdf, Pαdg) = {f, g}α(x).

Let

W = {sgrad αf = Pαdf, where f ∈ F}.

Let W⊥ be the orthogonal complement to it (with respect to ωα). Then the

space W⊥/W is symplectic with respect to ωα.

Proposition 4.3.1. Consider the map Pα : T∗xM → TxM . The following is

true:

1. ωα(Pα(ξ), Pα(ψ)) = Pα(ξ, ψ).

2. Pα(L) = W .

3. Pα(L⊥) = W⊥.

4. Let Af be the linearization of sgrad f on W⊥/W , where df ∈ KerPα.
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Then the following diagram is commutative:

L⊥/L
DfPα−−−→ L⊥/LyPα yPα

W⊥/W
Af−−−→ W⊥/W

Proof.

1. Let ξ, ψ ∈ T ∗xM . Choosing functions f, g such that df = ξ, dg = ψ, we

will have

ωα(Pα(ξ), Pα(ψ)) = ωα(Pα(df), Pα(dg)) =

= ωα(sgrad f, sgrad g) = {f, g}α(x) = Pα(ξ, ψ),

q.e.d.

2. Indeed, by definition W = PαdF . On the other hand, dF = L.

3. Let ξ ∈ L⊥, v ∈ W . Then v = Pα(ψ) for some ψ ∈ L. Therefore

ωα(Pα(ξ), v) = ωα(Pα(ξ), Pα(ψ)) = Pα(ξ, ψ) = 0.

Consequently, Pα(L⊥) ⊂ W⊥. Now let w ∈ W⊥. Since w lies in TxO

we can find ξ ∈ T∗xM such that w = Pα(ξ). Let us show that ξ ∈ L⊥.

Let ψ ∈ L. Then

Pα(ξ, ψ) = ωα(Pα(ξ), Pα(ψ)) = ωα(w,Pα(ψ)).

Since Pα(ψ) ∈ W , while w ∈ W⊥, the latter expression vanishes, q.e.d.

4. We need to prove that

Pα(DfPα(ξ)) = Af (Pα(ξ)).
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Let ξ = dg(x). Then we have

Pα(DfPα(dg)) = Pα(d{f, g}α) = sgrad {f, g}α =

= [sgrad f, sgrad g] = Af (sgrad g) = Af (Pα(ξ)),

q.e.d.

Corollary 4.3.1. Pα defines a symplectomorphism between L⊥/L and

W⊥/W . This symplectomorphism sends DfPα to Af , which is the lineariza-

tion of sgrad f .

Corollary 4.3.2. A singular point x is non-degenerate on a regular sym-

plectic leaf of Pα if and only if the set of operators DfPα, where f ∈ F , df ∈

KerPα, generate a Cartan subalgebra in sp(L⊥/L, Pα). Type of the point x

coincides with the type of the Cartan subalgebra.

Proof. By definition x is non-degenerate if and only if the linearizations of

the hamiltonian vector fields sgrad f, f ∈ F generate a Cartan subalgebra in

sp(W⊥/W, ωα). Now we need to apply the isomorphism constructed above.
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Chapter 5

Proof of the main theorems

5.1 Non-degeneracy of linear pencils

Let Πg,A be an integrable linear pencil. Construct the system F for this

pencil and consider the singular point 0 on the orbit of the regular bracket

A. Due to Corollary 4.3.1 there is a symplectomorphism

A : L⊥/L→ W⊥/W,

which sends DfA to the linearization of sgrad f for each f ∈ F , df ∈ KerA.

Consequently, to check non-degeneracy and find the type we need to calculate

operators DfA on L⊥/L for f ∈ F, df ∈ KerA.

By Proposition 4.2.3 we have

{DfA |KerP0}f∈F ,df∈KerA = {adξ}ξ∈L.

But KerP0 = g∗, while KerA = L, therefore

{DfA}f∈F ,df∈KerA = {adξ}ξ∈KerA.

Since L⊥ = g∗, we have{
DfA |L⊥/L

}
f∈F ,df∈KerA

= {adξ |g/KerA}ξ∈KerA,
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which proves the following

Lemma 5.1.1. An integrable linear pencil Πg,A is non-degenerate if and only

if the set of operators

{adξ |g/KerA}ξ∈KerA

is a Cartan subalgebra in sp(g/KerA,A). The type of Sing(Πg,A) coincides

with the type of this subalgebra.

Remark 5.1.1. Since A is a skew-symmetric 2-form, the space g/KerA is

symplectic. The condition of compatibility of A with the Lie-Poisson bracket

implies that all operators adξ, where ξ ∈ KerA, are skew-symmetric with

respect to A. Therefore, they generate an Abelian (see Proposition 2.1.3)

subalgebra in sp(g/KerA,A). Now we see that non-degeneracy is equivalent

to the fact that this subalgebra is a Cartan subalgebra.

Corollary 5.1.1. If Πg,A is non-degenerate, then KerA consists of ad-

semisimple elements.

Since KerA is a commutative subalgebra (see Proposition 2.1.3) which

consists of semisimple elements, all operators adξ, ξ ∈ KerA may be simul-

taneously diagonalized (over C). Now we can consider “root” decomposition

of g:

g = KerA+
n∑
i=1

(Vλi + V−λi),

where each V±λi is spanned by one common eigenvector corresponding to the

eigenvalue ±λ(ξ). Eigenvalues enter in pairs because the operators adξ are

symplectic.

Remark 5.1.2. Note that all V±λi are one-dimensional by definition.

Proposition 5.1.1. If KerA is diagonalizable, then the pencil is non-

degenerate if and only if λ1, . . . λn are linearly independent. Type of
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Sing(Πg,A) is (ke, kh, kf ) where ke is the number of pure imaginary λi, kh

is the number of real λi, and kf is the number of pairs of complex conjugate

λi.

Proof. Consider the map

ad: KerA→ sp(g/KerA,A),

which sends ξ to the operator adξ. We want the image of this map to be a

Cartan subalgebra (see Lemma 5.1.1). Since it is abelian and diagonalizable,

it is Cartan if and only if the dimension of it equals

n =
1

2
dim(g/KerA).

Obviously,

dim ad(KerA) = dimC〈λi〉,

where 〈λi〉 is the subspace in (KerA)∗C spanned by λ1, . . . , λn. Therefore,

ad(KerA) is a Cartan subalgebra if and only if the roots are linearly inde-

pendent.

The second statement directly follows from the definition of type.

Corollary 5.1.2. If Πg,A is non-degenerate, then KerA is a Cartan subal-

gebra.

5.2 Classification of non-degenerate linear

pencils: the complex case

Πg,A is non-degenerate⇒ g is non-degenerate, and KerA is a Cartan

subalgebra.
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Taking into account Corollary 5.1.2 and Proposition 5.1.1, it suffices to

show that if a complex Lie algebra g admits a root decomposition

g = h +
n∑
i=1

(Vλi + V−λi), (5.1)

with linearly independent λi, then g is non-degenerate.

By definition we have

[h, h] = 0,

[h, x] = λ(h)x for h ∈ h, x ∈ Vλ.

The following is standard

Proposition 5.2.1. If eα ∈ Vα, eβ ∈ Vβ, then [eα, eβ] ∈ Vα+β.

Proof. Let h ∈ h. By definition we have

[h, eα] = α(h)eα,

[h, eβ] = α(h)eα.

Therefore

[h, [eα, eβ]] = −[eα, [eβ, h]]− [eβ, [h, eα]] = β[eα, eβ] + α[eα, eβ],

q.e.d.

Since the roots are independent, α + β is a root if and only if β = −α.

Consequently, we have the following relations

[Vλi , V−λi ] ∈ h,

[Vλi , V±λj ] = 0.

Let eλ be a basis vector in Vλ. Denoting hλi = [eλi , e−λi ], we will have

[hλi , eλj ] = [[eλi , e−λi ], eλj ] = 0
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if i 6= j due to the Jacobi identity. Therefore,

λj(hλi) = 0

if i 6= j.

Now suppose that λi(hλi) 6= 0 for some value of i. Then the triple

eλi , e−λi , hλi generate a subalgebra isomorphic to so(3,C). Let us show that

it admits a complementary subalgebra in g.

Let

h̃ = {h ∈ h : λi(h) = 0}.

Denote

g̃ = h̃+
∑
j 6=i

(Vλj + V−λj).

Proposition 5.2.2. g = g̃⊕ so(3,C)

Proof. It is obvious that g can be decomposed into the sum of g̃ and so(3)

as a vector space. Therefore, it suffices to show that g̃ is a subalgebra and

[g̃, so(3)] = 0.

1. g̃ is a subalgebra.

Indeed,

g̃ = h̃ +
∑
j 6=i

(Vλj + V−λj)

and

[h̃,h̃] = 0,

[V±λj , V±λk ] = 0 j 6= k.

Therefore, it is sufficient to show that [Vλj , V−λj ] ∈ h̃ if j 6= i. But

[Vλj , V−λj ] is generated by hλj and λi(hλj) = 0, q.e.d.
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2. [g̃, so(3)] = 0.

Indeed,

g̃ = h̃ +
∑
j 6=i

(Vλj + V−λj),

so(3) = 〈hλi〉+ (Vλi + V−λi)

and

[h̃, hλi ] = 0, because h is abelian,

[h̃, Vλi + V−λi ] = 0, because λi(h̃) = 0,

[hλi , Vλj + V−λj ] = 0, because λj(hλi) = 0,

[Vλj+V−λj , Vλi + V−λi ] = 0.

Separating so(3) summands for all i such that λi(hλi) 6= 0, we obtain the

following

Lemma 5.2.1. There exists a decomposition

(g, h) = (g1, h1)⊕ (g2, h2),

where

1. g1 =
⊕

so(3,C) and h1 is a Cartan subalgebra.

2. g2 is solvable and admits decomposition (5.1) with respect to h2.

Proof. After the separation of all so(3) summands we will have λi(hλi) = 0

for all i. It is easy to see that the third derived subalgebra of such an algebra

is zero.
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Now it suffices to study the solvable case.

As the first step we shall separate an Abelian summand. Decompose the

center of g into a direct sum

Z(g) = (Z(g) ∩ [g, g])⊕ V.

It is obvious that V can be separated from g as a direct summand.

After separating an Abelian summand we may assume that

Z(g) ⊂ [g, g].

This means that the center is generated by hi = [ei, e−i].

Now decompose subalgebra h as follows

h = 〈h1, . . . hk〉 ⊕ T.

Since λi(hλj) = 0 for all i and j, all λi are linearly independent in T ∗.

Moreover, for each t ∈ T there is i such that λi(t) = 0 (otherwise t belongs

to the center, which is not possible, because the center is generated by hi).

Therefore, the set of λi is a basis in T ∗ and we can choose a basis t1, . . . tk in

T such that

λi(tj) = δij.

Consequently, g is generated by ei, e−i, hi, ti with the following relations

[ei, e−i] = hi,

[ei, ej] = 0 if j 6= −i,

[ti, ei] = ei,

[ti, e−i] = −ei,

[ti, ej] = 0 if j 6= ±i,

[hi, g] = 0,
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[ti, tj] = 0,

[ti, hj] = 0

If all hi were linearly independent, our algebra could be decomposed into a

direct sum of gC♦-subalgebras. Since this is not necessarily the case, g is a

quotient of such a direct sum by some central ideal.

Therefore, g is indeed non-degenerate.

g is non-degenerate and KerA is a Cartan subalgebra ⇒ Πg,A is

regular, integrable and non-degenerate.

First note that if g is non-degenerate and KerA is a Cartan subalgebra,

then ind g = corankA. Moreover, the central extension gA is again non-

degenerate and the kernel of the lift of A onto gA is again a Cartan subalgebra.

Therefore, ind gA = corankA. But this implies regularity of Πg,A taking into

account Proposition 2.1.2.

Now note that we do not need to prove integrability, because it auto-

matically follows from non-degeneracy at the origin (which follows from the

linear independence of the roots). Indeed, we can always find a regular point

in the neighbourhood of a non-degenerate point. Due to analyticity regular

points are everywhere dense, q.e.d.

5.3 Classification of non-degenerate linear

pencils: the real case

It is possible to classify real non-degenerate linear pencils by classifying the

real forms of complex non-degenerate algebras. However it seems to be better

for the logic of the text to do it explicitly.
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Πg,A is non-degenerate ⇒ g is non-degenerate and KerA is a

Cartan subalgebra.

By Corollary 5.1.2 and Proposition 5.1.1 the subalgebra h = KerA is a

Cartan subalgebra and the roots are linearly independent. These roots have

the form ±λ1, . . . ,±λk,±ν1i, . . . ,±νli,±µ1 ± ξ1i, . . . ,±µm ± ξmi. We can

write

g = h + 〈e±1, . . . , e±k, f±1, . . . , f±l, g±1, h±1, . . . , g±m, h±m〉,

where

[x, ei] = λi(x)ei for x ∈ h,

[x, fi] = νi(x)f−i for x ∈ h,

[x, gi] = µi(x)gi − ξi(x)hi for x ∈ h,

[x, hi] = ξi(x)gi + µi(x)hi for x ∈ h,

where, by definition,

λ−i = −λi, ν−i = −νi,

µ−i = −µi, ξ−i = −ξi.

It is easy to check that

[ei,e−i] ∈ h,

[fi,f−i] ∈ h,

[gi, g−i] = −[hi, h−i] ∈ h,

[gi, h−i] = [hi, g−i] ∈ h,

and all other commutators vanish.
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Suppose that λi([ei, e−i]) 6= 0 for some i. In this case the triple

ei, e−i, [ei, e−i] generate a subalgebra isomorphic to sl(2,R). It can be shown

that this subalgebra can be separated as a direct summand, analogous to the

complex case.

Similarly, if νi([fi, f−i]) 6= 0, we obtain a summand isomorphic to so(3,R)

if νi([fi, f−i]) > 0 and sl(2,R) if νi([fi, f−i]) < 0.

Further, we have

ξi([gi, g−i])gi + µi([gi, g−i])hi = [[gi, g−i], hi] =

= −[[g−i, hi], gi] = µi([g−i, hi])gi − ξi([g−i, hi])hi,

therefore

ξi([gi, g−i]) = µi([g−i, hi]),

µi([gi, g−i]) = −ξi([g−i, hi]),

which means that ξi and νi are either linearly independent on the sub-

space 〈[gi, g−i], [g−i, hi]〉 or both vanish. In the first case the elements

gi, g−i, hi, h−i, [gi, g−i], [g−i, hi] generate a subalgebra isomorphic to so(3,C).

After separating all described summands, we see that

[ei,e−i] ∈ Z(g),

[fi,f−i] ∈ Z(g),

[gi, g−i] = −[hi, h−i] ∈ Z(g),

[gi, h−i] = [hi, g−i] ∈ Z(g).

In a way absolutely similar to the complex case it can be shown that g is

decomposed into a sum of an abelian algebra and a quotient of a sum of

several copies of gh♦, g♦, g
C
♦ by some central ideal.
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g is non-degenerate and KerA is a Cartan subalgebra ⇒ Πg,A is

regular, integrable and non-degenerate.

The proof is similar to the complex case.

5.4 Proof of the second part of Theorem 6

In this section we will keep the notations of Section 5.3.

By Proposition 5.1.1 the type of Sing(Πg,A) is (ke, kh, kf ), where ke is the

number of pairs of roots of type ±νji, kh is the number of pairs of type ±λj,

kf is the number of quadruples of type ±µj ± ξji.

Now note that in the proof of Theorem 6 only complex roots gave rise

to summands of type so(3,C), gC♦. This means that kf indeed coincides with

the number of summands of type so(3,C), gC♦.

For a pair of pure imaginary roots there are three possibilities:

1. νj([fj, f−j]) = 0⇒ g♦.

2. νj([fj, f−j]) < 0⇒ sl(2,R).

3. νj([fj, f−j]) > 0⇒ so(3,R).

Let us consider the second case and calculate the Killing form on the element

z = [fj, f−j]. We have

[z, fj] = νj(z)f−j,

[z, f−j] = −νj(z)fj.

The value of the Killing form on the element z is equal to

tr (adz)2 = −2νi(z)2 < 0.

Now let us consider the case of a pair of real roots. There are two possi-

bilities:
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1. λj([ej, e−j]) = 0⇒ gh♦.

2. λj([ej, e−j]) 6= 0⇒ sl(2,R).

Consider the second case and calculate the Killing form on z = [ej, e−j]. We

have

[z, ej] = λj(z)ej,

[z, e−j] = −λj(z)e−j.

The value of the Killing form on z is

tr (adz)2 = 2λi(z)2 > 0.

Therefore, the number ke is equal to the number of summands of type

g♦ + the number of summands of type so(3,R) + the number of summands

of type sl(2,R) with a negative value of Killing form on the intersection

sl(2,R) ∩ KerA, while the number kh is equal to the number of summands

of type gh♦ + the number of summands of type sl(2,R) with a positive value

of Killing form on the intersection sl(2,R) ∩KerA. The theorem is proved.

5.5 Proof of the non-degeneracy criterion for

arbitrary pencils

By Corollary 4.3.2, a singular point x is non-degenerate on a regular sym-

plectic leaf of a bracket Pα if and only if the operators DfPα, where

f ∈ F , df ∈ KerPα, generate a Cartan subalgebra in sp(L⊥/L, Pα). The

type of the singular point coincides with the type of this subalgebra.

Proposition 5.5.1. Suppose that a point x is non-degenerate. Then the

pencil Π is diagonalizable at the point x.
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Proof. Indeed, since DfPα generate a Cartan subalgebra in sp(L⊥/L, Pα),

they should be diagonalizable. Moreover, we can find a linear combination

of these operators, which have distinct eigenvalues. The recursion operator

must commute with this linear combination (by Corollary 4.2.2). There-

fore, the recursion operator must be diagonalizable. Now it suffices to apply

Corollary 3.2.2.

In the diagonalizable situation the space L⊥/L is decomposed, together

with the form Pα, into the direct sum of the eigenspaces of the recursion

operator (Corollary 3.2.1). These eigenspaces are invariant with respect to

the operators DfPα (Corollary 4.2.3).

Proposition 5.5.2. Let Π be a pencil diagonalizable at point x. Then the

singular point x is non-degenerate on a regular symplectic leaf of bracket Pα

if and only if for each λ ∈ Λ(x) the set of operators DfPα generate a Cartan

subalgebra in

sp
(
Re Ker

(
Pλ |C⊗L⊥/L

)
, Pα
)
.

The type of x is the sum of types of these Cartan subalgebras.

Proof. By Corollary 3.2.1, the space L⊥/L is decomposed into the sum of

real parts of the eigenspaces of the recursion operator. In other words,

L⊥/L =
⊕

λ∈R∩Λ(x)

Ker
(
Pλ |L⊥/L

)
⊕
⊕

λ∈Λ(x),
Imλ>0

Re Ker
(
Pλ |C⊗L⊥/L

)
The summands of this decomposition are pairwise orthogonal with respect

to all brackets of the pencil. Consequently,

sp(L⊥/L,Pα) =
⊕

λ∈R∩Λ(x)

sp
(
Ker

(
Pλ |L⊥/L

)
, Pα
)
⊕

⊕
⊕

λ∈Λ(x),
Imλ>0

sp
(
Re Ker

(
Pλ |C⊗L⊥/L

)
, Pα
)
.
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Now it suffices to apply Corollary 4.3.2 and Corollary 4.2.4.

Proposition 5.5.3. Let Π be a pencil diagonalizable at x. Let K = R if λ

is real and C otherwise. Then the set of operators DfPα generate a Cartan

subalgebra in sp(Ker
(
Pλ |K⊗L⊥/L

)
, Pα) if and only if the pencil dλΠ(x) is

non-degenerate. The type of this subalgebra for real λ coincides with the type

of Sing(dλΠ(x)).

Proof. By Proposition 4.2.3

{DfPα |KerPλ , f ∈ F , df ∈ KerPα} = {adξ, ξ ∈ gλ ∩K⊗ L}.

In the diagonalizable case we have gλ ∩K⊗ L = Ker (Pα |gλ).

But

h = {adξ, ξ ∈ Ker (Pα |gλ)}

is a Cartan subalgebra in sp(gλ/h) if and only if the pencil dλΠ(x) is non-

degenerate (Proposition 5.1.1). The type of this subalgebra coincides with

the type of Sing(dλΠ(x)) by the same Proposition 5.1.1.

Proposition 5.5.4. For a complex value of λ the set of operators DfPα

generate a Cartan subalgebra in sp
(
Re Ker

(
Pλ |C⊗L⊥/L

)
, Pα
)

if and only if

the pencil dλΠ(x) is non-degenerate. The type of this subalgebra is (0, 0, kf ),

where kf equals half of its dimension.

Proof. Let the pencil dλΠ(x) be non-degenerate. Then the pencil dλΠ(x) is

also non-degenerate. But this means that the set of operators DfPα generate

a Cartan subalgebra in

sp
(
Ker

(
Pλ |C⊗L⊥/L

)
⊕Ker

(
Pλ |C⊗L⊥/L

)
, Pα
)
.

Now note that

(Ker
(
Pλ |C⊗L⊥/L

)
⊕Ker

(
Pλ |C⊗L⊥/L

)
) ∩ (L⊥/L) = Re Ker

(
Pλ |C⊗L⊥/L

)
.
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Therefore operators DfPα generate a Cartan subalgebra in

sp
(
Re Ker

(
Pλ |C⊗L⊥/L

)
, Pα
)

as well (taking into account that these

operators are real). The inverse statement is proved analogously.

To prove the statement about the type note that if DfPα has pure imag-

inary or real eigenvalue on Re Ker
(
Pλ |C⊗L⊥/L

)
, then adξ in gλ has the same

eigenvalue. But a generic element in Cartan subalgebra of sp(2n,C) doesn’t

have such eigenvalues.

Proof of Theorem 8. We have already shown that it is a necessary for a pencil

to be diagonalizable. Therefore it suffices to show that for a diagonalizable

pencil x is non-degenerate if and only if for each λ ∈ Λ(x) the linear pencil

dλΠ(x) is non-degenerate. But taking into account Propositions 5.5.3, 5.5.4,

our statement directly follows from Proposition 5.5.2.

Proof of Theorem 9. Taking into account Propositions 5.5.3, 5.5.4, our state-

ment directly follows from Proposition 5.5.2.
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Chapter 6

Multidimensional rigid body

6.1 Introduction

Speaking informally, free multidimensional rigid body is simply a rigid body

rotating in multidimensional space without action of any external forces (i.e.

by inertia).

Let us first discuss three-dimensional free rigid body (the so-called Euler

case in the rigid body dynamics). A good model for such a body is a book

or a parallelepiped shaped box.

Now throw the book in the air spinning it in arbitrary direction. If we

neglect the gravity force, then what we get is exactly the Euler case.

Note that a general trajectory of a body is not a rotation in a usual sense.

At each moment of time our body is indeed rotating around some axis, but

this axis is changing as time goes. What we are interested in, are the relative

equilibria of the system, i.e. such trajectories for which the axis of rotation

remains fixed. Such rotations are also called stationary.

It is well known that a generic three-dimensional rigid body (i.e. a body

with pairwise distinct principal moments of inertia) admits three stationary
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Figure 6.1: Three-dimensional rigid body. Letters S,M,L stand for the small,

middle and large axes of symmetry respectively.

rotations: these are the rotations around three principal axes of inertia. If we

deal with a parallelepiped shaped body, then these axes coincide with three

axes of symmetry (see fig. 6.1).

Now spin our body around one of these axes. Of course, since our hands

and eyes are not too precise, we will have a small mistake in the initial data.

But this is not going to be fatal if we spin the body around the shortest

or the longest axis. We will not have a stationary rotation, but something

very close to it. This is due to the fact that the rotations of a free three-

dimensional rigid body around the shortest and the longest principal axes of

inertia are (Lyapunov) stable. But if we rotate around the middle axis, we

will se something essentially different: the axis of rotation will start changing

rapidly and the body will start rotating in other direction. This is because

the rotation of a free three-dimensional rigid body around the middle principal

axis of inertia is (Lyapunov) unstable.

Basically, what we are interested in, is to generalise this result to the case

of multidimensional body. The equations of multidimensional free rigid body

in modern literature were first written by Arnold (see his book [2], however,

these equations were already known to Schottky and Frahm).
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In matrix representation Arnold equations look the same as Euler equa-

tions for a three-dimensional body. But we shall emphasise that Arnold

equations are not just Euler equations generalised to the multidimensional

case, but the equations which describe a real mechanical object: a multidi-

mensional rigid body. And this object (but not just the equations!) is what

we want to study.

First we shall discuss how an n-dimensional body may rotate. At each

moment of time Rn is decomposed into the sum of m pairwise orthogonal

two-dimensional planes Π1, . . . ,Πm and an n − 2m-dimensional space Π0,

orthogonal to all these planes:

Rn =

(
m⊕
i=1

Πi

)
⊕ Π0.

There is an independent rotation in each of the planes Π1, . . . ,Πm, while Π0

is fixed. This is just a reformulation of the theorem about canonical form of a

skew-symmetric operator. Note that Π0 may be zero in the even-dimensional

case, which means that there are no fixed axes.

A rotation is stationary if all planes Π0, . . . ,Πm don’t change with time

(this condition automatically implies that the velocities of rotations are also

constant). It is known that a rotation of a generic multidimensional rigid

body is stationary if and only if the corresponding planes are spanned by

main axes of inertia (provided that the angular velocities of rotations in

different planes are pairwise distinct1, see [14, 4]). We wonder which of these

rotations are stable and which are not.

In four dimensions the problem was studied from different points of view

by Oshemkov (see [32]), Feher and Marshall (see [14]), Petre Birtea, Ioan

Caşu, Tudor S. Ratiu, and Murat Turhan (see [4]), Petre Birtea and Ioan

1Some authors omit this condition, however it is crucial, see section 6.3 of this thesis.
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Caşu (see [3]). The answer is known for a dense subset of relative equilibria.

The five-dimensional case was studied by Caşu in [9]. The set of equilibria

which were studied in this case is not dense.

General even-dimensional rigid body was discussed in Spiegler’s PhD the-

sis [37]. A sufficient condition for an equilibrium to be stable is found.

A.Spiegler approached the problem using the so-called Arnold’s energy-

Casimir method (see [1, 34]). The main idea of this method is the following:

Suppose we have a system which is hamiltonian on some Poisson manifold.

Let x be an equilibrium of the system. Then x is a critical point for the

Hamiltonian restricted to the symplectic leaf passing through x. If it turns

out that this point is non-degenerate maximum or minimum, then x is a

stable equilibrium, provided that the corresponding symplectic leaf is regular.

The Energy-Casimir method is a very powerful tool for studying equilibria

of general Hamiltonian systems. But if our system possesses some additional

symmetries (for example, it is completely integrable), there are more simple

and efficient ways to study stability. One may see, comparing the result of

A.Spiegler with our results, that there is an open subset in the set of stable

equilibria for which the hamiltonian is not positive definite. Therefore, for

this equilibria the energy-Casimir method doesn’t work.

As it was shown by Manakov in his paper [27], our system is completely

integrable2. Therefore we may apply methods developed in the theory of

2More precisely, Manakov has shown that the system admits an L − A pair with a

spectral parameter. This allowed him to write down integrals and to show that the system

is integrable in θ-functions of Riemannian surfaces. However, Manakov didn’t prove that

his integrals are enough for Liouville integrability. Complete integrability in the Liouville

sense was proved in [30]. See also earlier paper [29], where Mischenko found the quadratic

integrals of the problem. These integrals are enough for complete integrability in the

four-dimensional case.
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integrable hamiltonian systems. For example, if we know that an equilibrium

point is non-degenerate and know its type, then the stability problem is easily

solved. The four-dimensional case from the integrable point of view was

studied in [32]. The integrable approach is very effective, but still involves

heavy calculations if the dimension is larger then four. However, instead of

explicit calculations with the integrals, we can use the fact that the system

possesses a bihamiltonian structure.

The bihamiltonian structure for the multidimensional rigid body equa-

tions which we are going to use was discovered by A.Bolsinov in [5] (see also

[6, 31]). This structure is defined on the dual space of the Lie algebra of

skew-symmetric matrices3.

The bihamiltonian approach for studying the singularities of multidimen-

sional rigid body was applied in [8]. In this paper Bolsinov and Oshemkov

obtain a sufficient condition for non-degeneracy of zero-rank singularities.

Developing their ideas and applying the constructions of the first part of

the present thesis, we manage to solve the stability problem for almost all

relative equilibria. Moreover, we give a non-degeneracy criteria for an equi-

librium point and describe type of non-degenerate points, which makes it

possible to give a complete description of the behaviour of the system in a

neighbourhood of an equilibrium.

The answers we get are simple and geometric.

3However, it is possible to give another bihamiltonian formulation: the bihamiltonian

structure is defined on the dual of sl(n)∗ and then our system is obtained by restriction

from sl(n)∗ to so(n)∗. This structure (in different terminology) is present in the paper

[30]. See also [35].
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6.2 The equations

Motion of multidimensional rigid body is described by the Euler-Arnold equa-

tions on so(n)∗ (identified with so(n)). These equations have the formṀ = [M,Ω]

M = ΩJ + JΩ,

(6.1)

where

• M ∈ so(n)∗ is a skew-symmetric matrix, called the angular momentum

matrix.

• J is a symmetric matrix, called the mass tensor of the rigid body.

• Ω is a skew-symmetric matrix, called the angular velocity matrix. It is

uniquely defined by the relation

M = ΩJ + JΩ.

Remark 6.2.1. Since the map J : so(n)→ so(n) given by the formula

J (Ω) = ΩJ + JΩ

is invertible, our equations can be rewritten in the Ω-coordinates:

Ω̇ = J −1([J (Ω),Ω]).

However, the explicit formula for J −1 is quite complicated, therefore it is

convenient to introduce the variable M and write down the equations in the

form (6.1).

Note that the equations (6.1) are only equations on angular velocities of the

body. If we want to recover the dynamics in the configuration space, we

should add Poisson equations

Ẋ = XΩ.
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However, we will only be interested in reduced dynamics, given by equations

(6.1). Note that relative equilibria of the rigid body is nothing else but the

equilibrium points of the system (6.1).

6.3 Description of relative equilibria

Theorem 11. Consider the system of Euler-Arnold equationsṀ = [M,Ω]

M = ΩJ + JΩ.

Suppose that J has pairwise distinct eigenvalues. Then M is an equilibrium

point of the system if and only if there exists an orthonormal basis such that

J is diagonal, and Ω is block-diagonal of the following form
ν1A1 0 0

0
. . . 0

0 0 νkAk

 , (6.2)

where Ai ∈ so ∩ SO and νi are arbitrary real numbers.

Remark 6.3.1. Relative equilibria of Euler-Arnold equations was studied by

many authors, however we could not find the final answer given by this

theorem in the literature.

Proof. We have

[M,Ω] = [ΩJ + JΩ,Ω] = [J,Ω2],

therefore M is an equilibrium if and only if Ω2 commutes with J .

Assume we have a basis such that J is diagonal and Ω has the form (6.2).

Then

A2
i = −AiAt

i = −E
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and

Ω2 =


−ν2

1E 0 0

0
. . . 0

0 0 −ν2
kE

 .

Therefore, [Ω2, J ] = 0, and our point is an equilibrium point.

Now, let [Ω2, J ] = 0. We shall prove that there exists a basis such that J

is diagonal and Ω has the form (6.2).

First find an orthonormal basis such that J is diagonal. Ω2 is diagonal in

this basis as well, since J has pairwise distinct eigenvalues. By permutation

of basis vectors bring Ω2 to the form
−ν2

1E 0 0

0
. . . 0

0 0 −ν2
kE

 ,

where all νi are pairwise distinct.

Note that eigenspaces of Ω2 are orthogonal with respect to Ω. Indeed, let

Ω2x = −ν2
i x,Ω

2y = −ν2
j y, and νj 6= 0. Then

〈Ωx, y〉 = − 1

ν2
j

〈Ωx,Ω2y〉 =
1

ν2
j

〈Ω2x,Ωy〉 = −ν
2
i

ν2
j

〈x,Ωy〉 =
ν2
i

ν2
j

〈Ωx, y〉.

Since νi 6= νj, we have 〈Ωx, y〉 = 0.

Consequently, in our basis Ω has the form
B1 0 0

0
. . . 0

0 0 Bk

 ,

where B2
i = −ν2

i E.

We need to prove that Bi = νiAi, where Ai ∈ so ∩ SO. If νi = 0,

everything is proved. If not, set

Ai =
1

νi
Bi.
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On one hand, Ai ∈ so. On the other hand

AiA
t
i = −A2

i = − 1

ν2
i

B2
i = E,

which means that Ai ∈ SO, q.e.d.

Remark 6.3.2. Note that so(2m) ∩ SO(2m) is the homogeneous space

O(2m)/U(m) which is identified with the space of complex structures com-

patible with the standard euclidian metrics.

Corollary 6.3.1. Suppose that M is a relative equilibrium, all eigenvalues of

J are pairwise distinct. Moreover, let all eigenvalues of Ω (eigenfrequencies

of rotation) be pairwise distinct. Then there exists an orthonormal basis such

that J is diagonal, while Ω and M are block-diagonal with two-by-two blocks

on the diagonal.

In other words, stationary rotation with pairwise distinct eigenfrequencies

is rotation in main axes of inertia.

Definition 18. We will say that an equilibrium M is regular if there exists

an orthonormal basis such that J is diagonal and Ω is block-diagonal with

two-by-two blocks on the diagonal (i.e. M is rotation in main axes of inertia).

Otherwise, we will say that M is exotic.

Corollary 6.3.1 says that all stationary rotations with pairwise distinct

eigenfrequencies are regular.

We will see later that regular equilibria are exactly rank zero singular

points of the system in the sense of integrable systems theory, which means

that these points are critical points for all integrals. Exotic equilibria are, on

the contrary, non-zero rank singular points, which means that there exists

an integral the differential of which doesn’t vanish in the equilibrium point.

This implies that exotic equilibria are not isolated on the orbits of so(n)
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bracket, but form whole smooth submanifolds of equilibrium points, while

regular equilibria are always isolated (on a coadjoint orbit).

We will also show that exotic equilibria are always unstable.

6.4 Parabolic diagram of a regular relative

equilibrium

Let M be a regular relative equilibrium. Then there exists an orthonormal

basis such that J is diagonal and Ω is block-diagonal with two-by-two blocks

on the diagonal. In other words, there exists a decomposition

Rn =

(
m⊕
i=1

Πi

)
⊕ Π0, (6.3)

where

• Each Πi, i > 0 is spanned by two main axes of inertia. There is a

rotation in each of these planes with angular velocity ωi.

• Π0 is spanned by n− 2m axes of inertia and is fixed.

Therefore, to define a regular relative equilibrium, we need to choose an

integer m such that 0 ≤ m ≤ [n/2] and pick m pairs out of the set of

principal axes of inertia. For each pair we need to define angular velocity.

Choice of pairs and values of angular velocities uniquely define a regular

relative equilibrium. Knowing this data, we want to understand whether an

equilibrium is stable or not.

We are going to define an object called the parabolic diagram of a relative

equilibria of a multidimensional rigid body. This object will allow us to

express stability conditions in geometric terms. For each plane Πi, i > 0 let us
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denote the corresponding eigenvalues of the mass tensor J by λ1(Πi), λ2(Πi)

and the corresponding angular velocity by ω(Πi).

Definition 19. The parabolic diagram of a relative equilibrium is the follow-

ing set of parabolas and vertical lines drawn on the same coordinate plane:

• For each Πi draw a parabola given by

χi(x) =
(x− λ1(Πi)

2)(x− λ2(Πi)
2)

ω(Πi)2(λ1(Πi) + λ2(Πi))2
.

• For all fixed axes draw verticals lines through the squares of corre-

sponding eigenvalues.

Remark 6.4.1. Each χi is a quadratic function the roots of which are squares

of the eigenvalues of J . Therefore what we do is we simply draw parabolas

through the squares of eigenvalues corresponding to moving axes and vertical

lines through the squares of eigenvalues corresponding to fixed axes.

Remark 6.4.2. The leading coefficient of χi is inverse proportional to the

square of the angular momentum m(Πi) = ω(Πi)(λ1(Πi) + λ2(Πi)).

Let us accept the following formal agreement:

• Two parabolas intersect at infinity, if their leading coefficients are equal

and non-zero, i.e. if they have only one point of intersection (of multi-

plicity one).

• Two parabolas are tangent at infinity if they can be obtained from

each other by a vertical shift, i.e. have no points of intersection (real

or complex).

Definition 20. We will say that a parabolic diagram is generic if all inter-

sections on it are simple, i.e. it contains no multiple intersections and no

points of tangency.
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6.5 Stability theorems

Theorem 12. Let M be a regular equilibrium. Suppose that

• M has no more than two fixed axes (dim Π0 ≤ 2).

• The parabolic diagram of M is generic.

• All intersections on the parabolic diagram are either real and belong to

the upper half-plane or infinite.

Then M is stable.

Theorem 13. Let M be a regular equilibrium. Suppose that

• M has no more than two fixed axes (dim Π0 ≤ 2).

• There is at least one intersection on the parabolic diagram of M which

is either complex or belong to the lower half-plane.

Then M is unstable.

Theorem 14. Let M be an exotic equilibrium. Then M is unstable.

Question 1. Can we omit the condition dim Π0 ≤ 2 in Theorems 12, 13 4?

Question 2. Can we omit the condition that the parabolic diagram is generic

in Theorem 12?

Whether or not the answer to these questions is positive, Theorems 12,

13, 14 are already enough to solve the stability problem for an open dense

4The problem is that if dim Π0 > 2, then M ∈ Bad in terms of the first part of this

thesis (i.e. the rank of all brackets of the pencil drops at M) and we don’t know how to

work with such points. However, it is quite natural to consider rotations with lots of fixed

axes. The answer to the question is probably positive.
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Figure 6.2: Rotation of a 3d-body around the shortest principal axis of iner-

tia. The intersection point is above the X axis ⇒ stable

Figure 6.3: Rotation of a 3d-body around the middle principal axis of inertia.

The intersection point is below the X axis ⇒ unstable

subset of relative equilibria. Proof of these three theorems can be found in

Section 6.18.

Now we shall discuss some examples. First let us recover the classical

three-dimensional result.

Example 6.5.1 (Three-dimensional body). Parabolic diagrams for a 3-

dimensional body are illustrated on figures 6.2, 6.3, 6.4. We see from the

parabolic diagrams that the rotation around the middle axis is unstable,

while the rotations about the shortest and the longest axes are stable.
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Figure 6.4: Rotation of a 3d-body around the longest principal axis of inertia.

The intersection point is above the X axis ⇒ stable

Example 6.5.2 (Four-dimensional body). There are three different cases:

1. The first plane is spanned by two short axes of inertia, the second

plane is spanned by two long axes of inertia. We look at the parabolic

diagram (see figure 6.5) and see that the rotation is stable.

2. The first plane is spanned by the shortest and the second longest axes,

the second plane is spanned by the longest and the third shortest axes.

We look at the parabolic diagram (see figure 6.6) and see that the

rotation is unstable.

3. The first plane is spanned by the longest and the shortest axes, and

the second plane is spanned by two middle axes. See figures 6.7, 6.8,

6.9, 6.10, 6.11. We see that everything depends on the ratio of angular

velocities here. If the rotation in the “inner” (i.e. spanned by the

middle axes) plane is fast enough, we have stability. If it is slow, we

have instability.

The situation is similar to the rotation of a 3d body with a gyroscope

inside around the middle axis of inertia. If the gyroscope is rotating
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Figure 6.5: Rotation of a 4d-body. Parabolic diagram is generic, all intersec-

tion points are above the X axis ⇒ stable

Figure 6.6: Rotation of a 4d-body. One intersection point is above the X

axis, second is below ⇒ unstable
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Figure 6.7: Rotation of a 4d-body. Parabolic diagram is generic, all intersec-

tion points are above the X axis ⇒ stable

fast enough, it stabilises the rotation of the body. The “inner” plane

in a four-dimensional body plays the role of a gyroscope.

In the non-generic case illustrated on figure 6.10 our theorems do not

give an answer. However, it is possible to show that the corresponding

rotation is stable (and admits a Lyapunov function of degree four). This

implies that stability loss in four-dimensional body is always “soft”, i.e.

the set of stable equilibria is closed.
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Figure 6.8: Rotation of a 4d-body. All intersection points are complex ⇒

unstable

Figure 6.9: Rotation of a 4d-body. All intersection points are below the X

axis ⇒ stable
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Figure 6.10: Rotation of a 4d-body. Parabolic diagram is not generic, all

intersections point are above the X axis ⇒ we don’t know!

Figure 6.11: Rotation of a 4d-body. Parabolic diagram is not generic, but

there is an intersection point below the X axis ⇒ unstable
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6.6 The bihamiltonian structure

We will denote the Lie-Poisson bracket on so(n)∗ by { , }∞. It is given by

{f, g}∞(M) = 〈M, [df, dg]〉, where M ∈ so(n)∗.

Proposition 6.6.1. The equations (6.1) are hamiltonian with respect to the

Lie-Poisson bracket on so(n)∗ with the hamiltonian given by the kinetic en-

ergy

H =
1

2
〈Ω,M〉

Proof. Consider arbitrary function f . The derivative of f with respect to the

equations will be

〈df, [M,Ω]〉 = 〈M, [Ω, df ]〉 = 〈M, [dH, df ]〉 = {H, f},

q.e.d.

Now we introduce a second operation on so(n) defined by

[X, Y ]J2 = XJ2Y − Y J2X.

Proposition 6.6.2. [ , ]J2 is a Lie bracket compatible with the standard Lie

bracket. In other words, any linear combinations of these brackets define a

Lie algebra structure on so(n).

Proof. It suffices to show that all operations on so(n) having the form

[X, Y ]A = XAY − Y AX

are Lie brackets, i.e. they satisfy the Jacobi identity. But this is just a

straightforward computation.
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Now introduce an operation { , }0 on so(n)∗ given by

{f, g}0 = 〈M, (df)J2(dg)− (dg)J2(df)〉.

This is a Lie-Poisson brackets associated with the Lie bracket [ , ]J2 . Propo-

sition 6.6.2 implies the following

Proposition 6.6.3. { , }0 is a Poisson bracket compatible with the Lie-

Poisson bracket.

We will write down the corresponding pencil in the form

{f, g}λ = {f, g}0 − λ{f, g}∞ = 〈M, df(J2 − λE)dg − dg(J2 − λE)df〉.

Theorem 15 (A.Bolsinov, [5, 6]). The system (6.1) is Hamiltonian with

respect to any bracket { , }λ, i.e. it is bihamiltonian. The hamiltonian is

given by

Hλ = −1

2
〈(J +

√
λE)−1Ω(J +

√
λE)−1,M〉.

Remark 6.6.1. Since J is posisitve-definite, the matrix J +
√
λE is invertible

for any λ.

Proof. Let us write down the condition that a system is hamiltonian with

respect to { , }λ. Let Hλ be the corresponding hamiltonian and f be an

arbitrary function. Then

df

dt
= {Hλ, f}λ = 〈M, dHλ(J

2 − λE)df − df(J2 − λE)dHλ〉 =

= 〈df,MdHλ(J
2 − λE)− (J2 − λE)dHλM〉,

where df/dt is the derivative with respect to our system. On the other hand,

df

dt
= 〈df, Ṁ〉,
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therefore

Ṁ = MdHλ(J
2 − λE)− (J2 − λE)dHλM.

But we know that

Ṁ = [ΩJ + JΩ,Ω] = JΩ2 − Ω2J.

Consequently, we get an equation on Hλ of the form

(ΩJ + JΩ)dHλ(J
2 − λE)− (J2 − λE)dHλ(ΩJ + JΩ) = JΩ2 − Ω2J.

Denote X = dHλ, ν =
√
λ. Now our equation can be rewritten as

JΩ2 − Ω2J = (Ω(J + νE) + (J − νE)Ω)X(J + νE)(J − νE)−

− (J − νE)(J + νE)X(Ω(J − νE) + (J + νE)Ω) =

= Ω(J + νE)X(J + νE)(J − νE)− (J − νE)(J + νE)X(J + νE)Ω+

+ (J − νE)(ΩX(J + νE)− (J + νE)XΩ)(J − νE)

Now denote

Y = (J + νE)X(J + νE).

We have

JΩ2 − Ω2J = ΩY (J − νE)− (J − νE)Y Ω+

+ (J − νE)(Ω(J + νE)−1Y − Y (J + νE)−1Ω)(J − νE)

Obvoiusly, Y = −Ω is a solution. Therefore,

dHλ = −(J + νE)−1Ω(J + νE)−1 (6.4)

and

Hλ = −1

2
〈(J +

√
λE)−1Ω(J +

√
λE)−1,M〉,

q.e.d.
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Remark 6.6.2. Note that for negative λ this function Hλ is complex. If we

want a real hamiltonian, we must take the real part of Hλ (while the complex

part is a Casimir function).

6.7 Notations

Let us fix the notations which will be used throughout the whole chapter.

We’ll mainly discuss regular equilibria (except for the theorem 14). There-

fore, we may always assume that there exists an orthonormal basis such that

J is diagonal, while Ω and M are block-diagonal with two-by-two blocks on

the diagonal.

Let us denote by λi the diagonal elements of J in this basis. Note that

this means that λi are possibly different for different equilibria. However,

they are unique up to permutation and coincide with the eigenvalues of J .

By ωi we will denote the non-zero entries of matrix Ω, i.e.

Ω =



0 ω1

−ω1 0
. . .

0 ωm

−ωm 0

0
. . .

0


By mi = (λ2i−1 + λ2i)ωi we will denote the entries of the matrix M .

n will always stand for the dimension of a body, m - for the number of non-

zero ωi’s (i.e. for the number of two-dimensional planes in the decomposition

(6.3)).
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6.8 The bad set

Since we know that our system is bihamiltonian, we may apply the construc-

tion discussed in the first part of the thesis. According to this construction,

the first thing we should do is to describe the set Bad, i.e. the set of points

in which the rank of all brackets falls. This is the set where our constructions

do not work.

Proposition 6.8.1. Let M be a regular equilibrium. Then M ∈ Bad if and

only if

dim KerM > 2.

In other words, there are more than two fixed axes in the even-dimensional

case or more than one in the odd-dimensional case.

The proof can be found in Section 6.13.

The construction of Section 1.5 allows us to obtain an involutive system

of integrals in the neighbourhood of any point M /∈ Bad. But in our case

there are globally defined integrals (because Casimir functions of all brackets

of the pencil are globally defined). It is easy to check that the global system

of integrals locally coincides with the local one (which is not always the case,

see Example 2.4.1). Therefore, it is possible to apply the theorems of the

first part of the thesis to these global integrals.

However, we still cannot say anything about the points which belong to

the Bad set (though our global integrals are defined on this set as well).
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6.9 Complete integrability

Liouville integrability of Euler-Arnold equations was proved in [30]. This can

also be easily done using Theorem 5. We have

S =

 ⋃
λ∈C\σ(J2)

Sλ

 ∪
 ⋃
λ∈σ(J2)

Sλ

 ,

where

Sλ = {x : rankPλ(x) < rank Π}

and σ(J2) is the spectrum of J2.

All sets Sλ for λ /∈ σ(J2) have codimension three, because corresponding

brackets are Lie-Poisson brackets of semisimple algebras. Consequently, their

union has measure zero. Therefore, to prove that S has measure zero, it

suffices to check that algebras which we get for λ ∈ σ(J2) have the same

index as semisimple algebras in the pencil. But it is easy to see that these

algebras (after complexification) are isomorphic to e(n − 1), where n is the

dimension of our body. But index of e(n− 1) equals index of so(n), q.e.d.

We may also apply another argument, which is in some sense better,

because it allows us to prove complete integrability on a given symplectic

leaf (while the previous argument only proves it on almost all leafs):

If a symplectic leaf contains a non-degenerate singular point, then there is

complete integrability on this leaf. This is due to the fact that there always

exists a regular point in the neighbourhood of a non-degenerate singular

point. But our system is analytic, therefore regular points are everywhere

dense on the symplectic leaf.

This may sound strange, because non-degeneracy is usually defined for

systems which are already known to be completely integrable. But actually

the definition of non-degeneracy works for any involutive system of integrals.
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And if the condition of non-degeneracy is satisfied, then the system of inte-

grals is automatically complete.

We will give a simple criteria (see Section 6.11) which makes it possible

to check non-degeneracy of a zero rank singular point. Therefore, we have a

simple sufficient condition for completeness on a given symplectic leaf.

It is a kind of a combinatorial problem to prove that there is a non-

degenerate point on each regular symplectic leaf (and, therefore, there is

complete integrability on each orbit). This problem is not discussed in the

thesis.

6.10 Rank zero singular points

Theorem 16 (Bolsinov, Oshemkov, see [8]). M /∈ Bad is a zero-rank sin-

gular point if and only if there exists an orthonormal basis such that J is

diagonal and M is block-diagonal with two-by-two blocks on the diagonal (i.e.

M is a regular equilibrium point).

Proof. M is a zero-rank singular point if and only if Hamiltonian vector

fields generated by all the integrals vanish in this point, i.e. PαdF = 0. But

we know that dF = L, where L is the sum of kernels of regular brackets.

Therefore,

L ⊂ KerPα.

But

dimL ∩KerPα = corank Π,

therefore

dimL = corank Π

and the kernels of all regular brackets at point M coincide. On the other
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hand, if the kernels coincide, then PαdF = 0 and M is a zero-rank singular

point.

If M is block diagonal with two-by-two blocks on the diagonal and J is

diagonal, then the set of block-diagonal skew-symmetric matrices with two-

by-two blocks on the diagonal lies in kernel of all brackets. By dimension

argument this set coincides with kernel for almost all brackets, which means

that our point is a zero-rank singular point.

Vice versa, let M be a point such that the kernels of all regular brackets

coincide at M . First let us consider the case when the standard so(n) bracket

is regular at M . This means that M is a matrix with pairwise distinct

eigenvalues.

Now find an orthonormal basis such that M is block-diagonal with two-

by-two blocks on the diagonal. The kernel of so(n) bracket coincides with

the centraliser of M . Consequently, it is just the set of block-diagonal skew-

symmetric matrices with two-by-two blocks on the diagonal. Since the kernel

is common, we have

〈M,XJ2Y − Y J2X〉 = 0

for all X ∈ K and all Y .

Suppose that B = J2 is not diagonal, i.e. bij 6= 0 for some i 6= j. Take

Y = Eij − Eji. Then

(J2Y )ii = −bij,

(Y J2)ii = bij,

(J2Y )jj = bij,

(Y J2)jj = −bij,

and all other diagonal elements vanish.

89



Take X = M . Then

〈M,XJ2Y − Y J2X〉 = −TrM2(J2Y − Y J2) = 2bij((M
2)jj − (M2)ii).

Since M is regular, (M2)ii − (M2)jj can only be zero in the case when i =

2k, j = 2k + 1 or vice versa. Consequently, J has block-diagonal form with

two-by-two blocks on the diagonal. But for such J we can find an orthogonal

transformation which preserves Ω and brings J to diagonal form.

Now let us consider the case when the standard bracket is singular at

point M . Since M /∈ Bad, there is a bracket { , }λ in our pencil which is still

regular at M . Moreover, since almost all brackets of the pencil are regular

at M , we can choose a regular bracket { , }λ such that J2 − λE is positive

definite. Denote

A =
√
J2 − λE

and consider transformation φ : so(n)→ so(n) given by

φ(X) = AXA.

It is easy to see that

φ([X, Y ]) = φ(X)A−2φ(Y )− φ(Y )A−2φ(X),

φ([X, Y ]λ) = [φ(X), φ(Y )].

Consequently, our pencil is mapped to the pencil

[̃X, Y ]λ = X(A−2 − λE)Y − Y (A−2 − λE)X.

The point φ∗(M) = A−1MA−1 is going to be the point where all brackets

of the new pencil have coinciding kernels. This point is regular with respect

to the standard bracket, consequently there is an orthogonal transformation

which brings A−2 to diagonal form and A−1MA−1 to block-diagonal form.

But this implies that J and M will have necessary form as well.
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6.11 Non-degeneracy and type theorems

Theorem 17. Zero-rank singular point M /∈ Bad is non-degenerate if and

only if the parabolic diagram of M is generic.

Remark 6.11.1. A sufficient condition for non-degeneracy is given in [8]. In

our terms it means the following:

• The parabolic diagram is generic.

• For each λ there is no more than one intersection point on the parabolic

diagram with x coordinate equal to λ.

Theorem 18. The type of a non-degenerate zero-rank singular point M /∈

Bad is (ke, kh, kf ), where

• ke is the number of real intersections on the parabolic diagram in the

upper half-plane plus the number of intersections at infinity,

• kh is the number of real intersections in the lower half-plane,

• kf is half the number of complex intersections.

Sections 6.12-6.16 are dedicated to the proof of these theorems.

Example 6.11.1 (Three-dimensional body). Rotations around the longest and

the shortest axes are elliptic singular points (see parabolic diagrams on figures

6.2, 6.4). Rotation around the middle axis is a hyperbolic singularity (see

parabolic diagram on figure 6.3).

Example 6.11.2 (Four-dimensional body). The first case from example 6.5.2

corresponds to a center-center singular point (see figure 6.5).

The second case corresponds to a center-saddle singular point (see figure

6.6).
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In the third case everything depends on the ratio of angular velocities. As

we change the angular velocity of rotation in the “inner” plane, the following

bifurcations occurs:

Center-center (figure 6.7) → degenerate (figure 6.10) → focus-focus (fig-

ure 6.8) → degenerate (figure 6.11) → saddle-saddle (figure 6.9).

6.12 Non-degeneracy: scheme of the proof

According to the general scheme stated in section 2.4 to prove non-degeneracy

and find type of singular point M we should do the following:

• Find those λ, for which the rank of Pλ(M) drops down, i.e. describe

the set Λ(M). This is done in section 6.13.

• Check that the pencil is diagonalizable at M . This is done in section

6.14.

• Linearize the pencil, check that linearisations are non-degenerate and

find their type. This is done in section 6.15.

• Collect all this together. This is done in section 6.16.

6.13 Description of Λ(M)

Let M be a zero-rank singular point. Let us find a basis such that J is

diagonal and M is block-diagonal. Let us introduce the following subspaces:

• K ⊂ so(n) is generated by E2i−1,2i − E2i,2i−1 where i = 1, . . . ,m and

all Eij − Eji for 2m < i < j ≤ n.
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• Vij ⊂ so(n) is a subspace generated by E2i−1,2j−1−E2j−1,2i−1, E2i−1,2j−

E2j,2i−1, E2i,2j−1 − E2j−1,2i, E2i,2j − E2j,2i.

• Wij ⊂ so(n) is a subspace generated by E2i−1,j − Ej,2i−1, E2i,j − Ej,2i.

We have a vector space decomposition

so(n) = K ⊕
⊕

1≤i<j≤m

Vij ⊕
⊕

1≤i≤m,
2m<j≤n

Wij.

Proposition 6.13.1. The space K belongs to the common kernel of all brack-

ets of the pencil at the point M . All spaces Vij,Wi are pairwise orthogonal

with respect to all brackets of the pencil at the point M .

Proof. This is a simple straightforward computation.

Therefore, the rank of a bracket of the pencil drops if and only if this

bracket is degenerate on one of Vij or Wij. Let us calculate our brackets on

these spaces.

Identify Vij with the space of two-by-two matrices and Wij with R2. Let

M1, . . .Mm be two-by-two diagonal blocks of M . Let A = J2− λE if λ 6=∞

and identity matrix otherwise. Write down A as

A =



A1

. . .

Am

a2m+1

. . .

an


,

where Ai are two-by-two diagonal matrices and ai are numbers.
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Proposition 6.13.2. The form Pλ restricted on Vij has the form

Pλ(X, Y ) = 2Tr (MiXAjY
t +MjX

tAiY ).

The form Pλ restricted on Wij has the form

Pλ(v, w) = −2ajMi(v, w).

Proof. This is a straightforward computation.

Let us now calculate Pλ on Vij in coordinates. Let

Ms =

 0 ms

−ms 0

 , As =

 a2s−1 0

0 a2s

 .

Let also

X =

 a b

c d

 , Y =

 e f

g h

 .

Explicit calculation shows that

Pλ(X, Y ) = 2(mia2j−1c+mja2i−1b)e+ 2(mja2id−mia2j−1a)g+

+ 2(mia2jd−mja2i−1a)f − 2(mia2jb+mja2ic)h.

Consequently X ∈ KerPλ if and only if

mia2j−1c+mja2i−1b = 0,

mja2id−mia2j−1a = 0,

mia2jd−mja2i−1a = 0,

mia2jb+mja2ic = 0.

This system can be splitted onto two two-by-two systems and the determinant

of both of them equals

det = m2
ja2i−1a2i −m2

i a2j−1a2j.

Consequently, we have proved the following
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Proposition 6.13.3. Pλ is degenerate on Vij if and only if

m2
ja2i−1a2i −m2

i a2j−1a2j = 0, (6.5)

where as = λ2
s − λ if λ 6=∞ and as = 1 if λ =∞.

The kernel in this case is given by

a = αmja2i,

b = βmia2j−1,

c = −βmja2i−1,

d = αmia2j−1,

where α and β are arbitrary numbers.

Now we shall study Pλ on Wij. The following is straightforward

Proposition 6.13.4. Pλ is degenerate on Wij if and only if aj = 0 where

aj = λ2
j − λ if λ 6=∞ and aj = 1 otherwise.

Proposition 6.13.5. The intersection of kernels of all brackets of the pencil

is exactly K. For almost all brackets the kernel is exactly K.

Proof. Indeed, only finite number of brackets are degenerate on each Vij and

Wij.

Now we are able to describe the Bad set.

Proof of Proposition 6.8.1. Indeed, for almost all brackets the kernel is ex-

actly K, which means that all brackets are degenerate if and only if

dimK >
[n

2

]
.

This is equivalent to the condition dim KerM > 2, q.e.d.
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Now we can prove the following

Proposition 6.13.6. Let M /∈ Bad. Then Λ(M) is the set of x coordinates

of the intersections on the parabolic diagram of M .

Proof. Pλ is degenerate on Vij if and only if m2
ja2i−1a2i − m2

i a2j−1a2j = 0.

This can be rewritten as

χi(λ) = χj(λ).

But this means that λ is the x coordinate of the intersection point of two

parabolas.

Further, Pλ is degenerate on Wij if and only if aj = 0 or, which is the

same, λ2
j−λ = 0. But this means that λ is the x coordinate of the intersection

point of the vertical line with any parabola.

6.14 When is the pencil diagonalizable?

As a next step, we should check that the pencil is diagonalizable at point M .

Proposition 6.14.1. The pencil is diagonalizable at point M /∈ Bad if and

only if any two parabolas on the parabolic diagram of M intersect at two

different points.

Proof. Proposition 3.2.2 implies that a pencil is diagonalizable if and only if

L⊥/L =
⊕

λ∈Λ(M)

Ker
(
Pλ |L⊥/L

)
.

In our case L is the common kernel K and L⊥/L can be naturally identified

with ⊕
1≤i<j≤m

Vij ⊕
⊕

1≤i≤m,
2m<j≤n

Wij,
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therefore the following relation must be satisfied:⊕
1≤i<j≤m

Vij ⊕
⊕

1≤i≤m,
2m<j≤n

Wij =
⊕

λ∈Λ(M)

Ker
(
Pλ |L⊥/L

)
.

This is satisfied if and only if

Vij =
⊕

λ∈Λ(M)

Vij ∩Ker
(
Pλ |L⊥/L

)
(6.6)

for 1 ≤ i < j ≤ m and

Wij =
⊕

λ∈Λ(M)

Wij ∩Ker
(
Pλ |L⊥/L

)
(6.7)

for 1 ≤ i ≤ m, 2m < j ≤ n.

For each Wij there is a unique λ such that

Wij = Wij ∩Ker
(
Pλ |L⊥/L

)
.

This follows from Proposition 6.13.4. Therefore, relation (6.7) is always

satisfied.

Relation (6.6) is satisfied if and only if the equation (6.5) has two distinct

roots, i.e. if two corresponding two parabolas are not tangent to each other,

q.e.d.

6.15 Linearization

The last step is to linearise the pencil and to check whether the linearizations

are non-degenerate. We have

so(n) = K ⊕
⊕

1≤i<j≤m

Vij ⊕
⊕

1≤i≤m,
2m<j≤n

Wij.
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The kernel of each Pλ(M) can be decomposed in the following way

KerPλ = K ⊕
⊕

1≤i<j≤m

Ṽij ⊕
⊕

1≤i≤m,
2m<j≤n

W̃ij,

where Ṽij ⊂ Vij, W̃ij ⊂ Wij.

Proposition 6.15.1. Spaces Ṽij, W̃ij are invariant with respect to adjoint

operators adX in gλ, where X ∈ K.

Proof. Linearization gλ is simply a stabilizer of M with respect to the bracket

[ , ]λ. Consequently, the commutator in gλ has the form

[X, Y ]λ = XAY − Y AX,

where A = J2 − λE for finite λ and A = E for λ =∞.

Let X ∈ K,Y ∈ Vij. Then it is easy to see that [X, Y ] ∈ Vij, which means

that adX(Vij) ⊂ Vij. But Ṽij = Vij ∩ KerPλ, therefore Ṽij is invariant. The

proof for W̃ij is the same.

Now represent an element X ∈ K as

X =



0 x1

−x1 0

0 x2

−x2 0
. . .


.

Proposition 6.15.2. Consider the case when Ṽij is non-empty. Then the

eigenvalues of adX restricted on Ṽij are ±νij(X), where

νij(X) =
√
−χi(λ)(mjxj −mixi).
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Proof. Let X1, . . . be the diagonal two-by-two blocks of X, and Y is a two-

by-two matrix representing an element of Vij. Let also A1, . . . Am be the

diagonal two-by-two blocks of A. Then

[X, Y ]λ = XiAiY − Y AjXj.

Straightforward computation shows that adX sends

Y =

 a b

c d


to the matrix

adXY =

 xia2ic+ xja2jb xia2id− xja2j−1a

−xia2i−1a+ xja2jd −xia2i−1b− xja2j−1c

 (6.8)

Ṽij consists of matrices Y having form

Y (α, β) =

 αmja2i βmia2j−1

−βmja2i−1 αmia2j−1


Substituting this into the formula (6.8), we get −β(mja2i−1a2ixi −mia2j−1a2jxj) α(mia2j−1a2ixi −mja2ia2j−1xj)

∗ ∗


Therefore, in coordinates (α, β) the map adX restricted to Ṽij has the form 0 a2i(xi − mj

mi
xj)

−a2i−1(xi − mj
mi
xj) 0

 (6.9)

The determinant of matrix (6.9) equals

det = −a2ia2i−1(xi −
mj

mi

xj)
2,

which gives us the desired formula for the eigenvalues.
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Proposition 6.15.3. Consider the case when W̃ij is non-empty. Then the

eigenvalues of adX restricted on W̃ij are ±µi(X), where

µi(X) =
√
−χi(λ)mixi.

Proof. Represent an element of Wi by a vector v ∈ R2. Then

[X, v]λ = XiAiv,

which means that adX restricted to Wi is given by the matrix

XiAi =

 0 xia2i

−xia2i−1 0

 ,

and the eigenvalues have the desired form.

Consider the following set R of linear functions on X:

R = {νij(X),where i, j are such that Ṽij 6= 0}∪

∪ {µi(X),where i is such that W̃ij 6= 0 for some j}

Now we see that the following is true

Proposition 6.15.4. K is a diagonalizable subalgebra in gλ. The set of roots

of gλ with respect to K is the set {±ξ, ξ ∈ R}.

Proposition 6.15.5. λ-linearization of the pencil is non-degenerate at M

if and only if there are no three objects (which may be parabolas or vertical

lines) on the parabolic diagram which intersect at a point with x coordinate

equal to λ.

Proof. To prove our proposition it suffices to show that the linear functions

belonging to R are independent if and only if there are on three objects on
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the parabolic diagram which intersect at a point with x coordinate equal to

λ.

First note that up to multiplication on non-zero constant the elements of

R are

ν̃ij(X) = mixi −mjxj,

µ̃i(X) = mixi.

If there are three parabolas intersecting at one point (with x coordinate equal

to λ), then the spaces Ṽij, Ṽjk, Ṽik are non-empty for some different i, j, k. But

this implies that R contains ν̃ij, ν̃jk, ν̃ik and since

ν̃ij + ν̃jk = ν̃ik,

the elements of R are not independent and the linearization is degenerate

(see Proposition 5.1.1).

Now suppose that there is an intersection of two parabolas and one ver-

tical line. Then R contains ν̃ij, µ̃i, µ̃j and since

ν̃ij = µ̃i − µ̃j,

the elements of R are not independent and the linearization is again degen-

erate.

Vice versa, suppose we do not have any triple intersections. Consider

some intersection point. One of the intersecting objects is necessary a

parabola. Therefore R contains either some ν̃ij = mixi−mjxj or µ̃i = mixi.

The coefficient in front of xi is non-zero in both cases. But there are no other

elements of R, containing the term mixi. Indeed, a parabola can’t intersect

any other object at a point with the same x coordinate. Therefore, the ele-

ment of R which is given by each pairwise intersection is independent with
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other elements of R, which means that R is independent and the linearization

is indeed non-degenerate.

Proposition 6.15.6. Let the λ-linearization of the pencil be non-degenerate

at M , where λ is real. Then the type of Sing(dλΠ(M)) is (ke, kh, 0), where

• ke is the number of intersections on the parabolic diagram such that

their x coordinate is λ and their y coordinate is positive;

• kh is the number of intersections on the parabolic diagram such that

their x coordinate is λ and their y coordinate is negative.

Proof. Indeed, each intersection of parabolas correspond to the pair of roots

±νij(X), where

νij(X) =
√
−χi(λ)(mjxj −mixi).

The y coordinate of the intersection point is

y = χi(λ).

νij is real if and only if this number is negative.

Intersection of a parabola with a vertical line corresponds to a pair

±µi(X), where

µi(X) =
√
−χi(λ)mixi.

Again µi is real if and only if the y coordinate of the intersection given by

y = χi(λ)

is negative.

We conclude that the number of pairs of real roots equals number of

intersections in the lower half-plane, while the number of pairs of imaginary

roots equals number of intersections in the upper half-plane. Taking into

account Proposition 5.1.1, this proves our proposition.
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Remark 6.15.1. Note that we didn’t calculate algebras gλ explicitly. Instead

of this we calculated their roots and used Proposition 5.1.1. However, it is

easy to show that

• Intersection of two parabolas above the x axis corresponds to sl(2) if

the intersection point belongs to the left branch of one parabola and

to the right branch of another parabola.

• Intersection of two parabolas above the x axis corresponds to so(3)

if the intersection point belongs to either left or right branch of both

parabolas. Intersection at infinity also corresponds to so(3).

• Intersection of two parabolas below the x axis corresponds to sl(2).

• Intersection of two parabolas at a complex point corresponds to

so(3,C).

• Intersection of a parabola with a vertical line above the x axis corre-

sponds to e(2).

• Intersection of a parabola with a vertical line below the x axis corre-

sponds to e(1, 1).

6.16 Proof of non-degeneracy and type theo-

rems

Proof of Theorem 17. M is non-degenerate if and only if the pencil is di-

agonalizable at M and all linearizations are non-degenerate (Theorem 8).

Pencil is diagonalizable if and only if any two parabolas intersect exactly at

two points (Proposition 6.14.1). All linearizations are non-degenerate if and
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only if there are no multiple intersections (Proposition 6.15.5). But these

two conditions together give exactly the condition for a parabolic diagram

to be generic.

Proof of Theorem 18. By Theorem 9, the type of a singular point M is

ke, kh, kf , where

ke =
∑

λ∈Λ(M)∩R

ke(λ),

kh =
∑

λ∈Λ(M)∩R

kh(λ),

kf =
∑

λ∈Λ(M)∩R

kf (λ) +
1

2

∑
λ∈Λ(x),
Imλ>0

(dimC KerPλ − corank Π),

and (ke(λ), kh(λ), kf (λ)) is the type of Sing(dλΠ(M)).

Let λ be real (or infinite). Then ke(λ) is the number of intersections with

x = λ, y > 0, kh(λ) is the number of intersections with x = λ, y < 0, and

kf (λ) = 0 (Proposition 6.15.6). Therefore,∑
λ∈Λ(M)∩R

ke(λ) = the number of intersections in the upper half-plane,

∑
λ∈Λ(M)∩R

kh(λ) = the number of intersections in the lower half-plane,

∑
λ∈Λ(M)∩R

kf (λ) = 0.

If λ is complex, then

1

2
(dimC KerPλ − corank Π)

is the number of intersections with x = λ. Since we count λ with Imλ ≥

0, this sum is one half of the total number of complex intersections. The

theorem is proved.
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6.17 Non-resonancy

Theorem 19. The system of Euler-Arnold equations is non-resonant, i.e.

the trajectories of this system are dense on almost all Liouville tori.

First we will prove several preliminary statements.

Proposition 6.17.1. Let M be a regular equilibrium such that the parabolic

diagram of M is generic and all the eigenvalues of M are distinct. Then

the eigenvalues of the linearization of the Euler-Arnold vector field at M are

±σ1,2
ij , where

σ1,2
ij =

1√
−χi(x1,2

ij )

(
x1,2
ij + λ2i−1λ2i

λ2i−1 + λ2i

−
x1,2
ij + λ2j−1λ2j

λ2j−1 + λ2j

)
,

where 1 < i < j ≤ [n/2] and x1,2
ij are two roots of the equation χi(x) = χj(x).

If the dimension is odd, there are also eigenvalues ±τi, where

τi =
1√
−χi(λ2

n)

(
λ2
n + λ2i−1λ2i

λ2i−1 + λ2i

− λn
)
,

where 1 < i ≤ [n/2].

Proof. Instead of the linearization of sgradH, we can consider the operator

D = DHP∞.

Since PλdHλ = P∞dH, we have D = DHP∞ = DHλPλ.

Since the parabolic diagram of M is generic, the pencil is diagonalizable

at M , and there is a decomposition

T ∗Mso(n)∗/K =
⊕

λ∈Λ(M)

KerPλ(M)/K, (6.10)

where K is the common kernel of regular brackets of the pencil at point M .

Since KerPλ is invariant with respect to DHλPλ, the decomposition (6.10)

is invariant with respect to the operator D. Now note that

D |KerPλ= addHλ .
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Now, applying Propositions 6.15.2, 6.15.3 and taking into account formula

(6.4), we get the formula for the eigenvalues.

Proposition 6.17.2. Let λ2i−1λ2i 6= λ2j−1λ2j for all i, j. Then σ1,2
ij and τi

are linearly independent as functions of M .

Proof. Suppose that∑
1<i<j≤[n/2]

(a1
ijσ

1
ij + a2

ijσ
2
ij) +

∑
1<i≤[n/2]

biτi = 0.

Fix k and choose those members which do not depend on mk. Their sum

does not depend on mk, therefore the sum of all other members

Sk =
∑

1<i<k

(a1
ikσ

1
ik + a2

ikσ
2
ik) +

∑
k<j≤[n/2]

(a1
kjσ

1
kj + a2

kjσ
2
kj) + bkτk. (6.11)

does not depend on mk as well. For simplicity denote

σjk = −σkj, ajk = −akj

and rewrite (6.11) as

Sk =
∑
i 6=k

(a1
ikσ

1
ik + a2

ikσ
2
ik) + bkτk. (6.12)

Let mk tend to zero. It is easy to see that

lim
mk→0

σ1,2
ik = 0,

lim
mk→0

τk = 0.

Consequently,

lim
mk→0

Sk = 0.

But Sk does not depend on mk which means that Sk = 0.
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Now fix l 6= k. Again, there are two summands in (6.12), which depend

on ml. Their sum

Slk = a1
lkσ

1
lk + a2

lkσ
2
lk

must not depend on ml. But this sum tends to 0 as ml → 0, therefore

Slk = 0. But

lim
mk→∞

σ1
lk = Aml,

lim
mk→∞

σ2
lk = Bml,

where

A =
1

λ2l−1 + λ2l

√
− 1

(λ2k−1 + λ2l−1)(λ2k−1 + λ2l)
,

B =
1

λ2l−1 + λ2l

√
−(λ2k − λ2l−1)(λ2k − λ2l)

(λ2k + λ2l−1)(λ2k + λ2l)
.

Consequently,

a1
lkA+ a2

lkB = 0.

On the other hand,

lim
ml→∞

σ1
lk = Cmk,

lim
ml→∞

σ2
lk = Dmk,

C = − 1

λ2k−1 + λ2k

√
−(λ2l−1 − λ2k−1)(λ2l−1 − λ2k)

(λ2l−1 + λ2k−1)(λ2l−1 + λ2k)
,

D = − 1

λ2k−1 + λ2k

√
−(λ2l − λ2k−1)(λ2l − λ2k)

(λ2l + λ2k−1)(λ2l + λ2k)
.

Consequently,

a1
lkC + a2

lkD = 0.
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It is easy to see that AD − BC = 0 if and only if λ2l−1λ2l = λ2k−1λ2k. But

we assumed that this equality is not satisfied. Therefore

a1
lk = a2

lk = 0.

Since k and l were arbitrary, all coefficients a1,2
ij vanish. But this implies that

bi vanish as well and our functions are linearly independent, q.e.d.

Remark 6.17.1. It is easy to see that if λ2i−1λ2i = λ2j−1λ2j for some i, j, then

σ1
ij = σ2

ij, which means that the eigenvalues are not linearly independent.

Lemma 6.17.1. Let f1, . . . fn be continuous functions on a manifold N .

Suppose that these functions are linearly independent on any open subset

V ⊂ N . Then their values are independent over Z almost everywhere on N .

Proof. Assume that this is not the case. Then there is a closed ball V0 ⊂ N

such that the numbers f1(x), . . . fn(x) are dependent over Z for any x ∈ V0.

Denote f(x) = (f1(x), . . . fn(x)) ∈ Rn. Let

Γ(x) = {v ∈ Zn such that 〈v, f(x)〉 = 0}.

By our assumption Γ(x) is non-empty for all x ∈ V0. Let

l(x) = min
v∈Γ(x)

||v||

Let also

Kv = {x : 〈v, f(x)〉 = 0}.

We claim that we can find a closed ball V1 ⊂ V0 such that

min
x∈V1

l(x) > 1.

Indeed,

{x : l(x) ≤ 1} =
⋃

v:||v||≤1

Kv.
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The sets Kv are closed and nowhere dense by linear independency assumption

and there is only finite number of them in the union. Therefore, this union is

also closed and nowhere dense and we can find V1 with the desired property.

Analogously, we can find a sequence

V0 ⊃ V1 ⊃ V2 ⊃ . . .

of closed balls such that

min
x∈V1

l(x) > i.

Since the balls Vi are closed, there is a point x which belongs of them. The

value of l(x) for this point must be bigger than any natural number. Con-

tradiction.

Proof of Theorem 19. Let us consider an equilibrium M such that λ1 < λ2 <

. . . and the parabolic diagram is generic. In the neighbourhood of M eigen-

values of sgradH are linearly independent. Then, by the previous lemma,

they are independent over Z almost everywhere. Take a point M1 such that

they are independent. We claim that our system is non-resonant in the neigh-

bourhood of M1. Indeed, M1 is an elliptic point and the Liouville foliation

on any regular symplectic leaf passing through M1 is locally given by the

functions

s1 = p2
1 + q2

1, . . . , sm = p2
m + q2

m

in some symplectic coordinates p, q (see Theorem 3).

The functions si are action variables and the rotation numbers are given

by

ci(s1, . . . , sm) =
∂H

∂si
.

It is easy to see that ci(0) are exactly eigenfrequencies of sgradH. They

are independent over Z. But this implies that ci are independent on almost
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all tori in the neighbourhood of M1 and our system is non-resonant. By

analyticity, it is non-resonant everywhere.

6.18 Proof of stability theorems

Proof of Theorem 12. Take a regular symplectic leaf O passing through M .

The conditions of the theorem imply that the point M has pure elliptic type

on O. Therefore, there exists an integral f such that

f(M) = 0,

d(f |O)(M) = 0

and the Hessian of f |O is positive definite at M.

Since O is regular there exists a coordinate system x1, . . . xN in the neigh-

borhood of M such that

O = {xi = 0, i = 1, . . . , k}.

Now it is easy to see that

f 2 +
k∑
i=1

x2
i

is a Lyapunov function.

To prove the instability theorem, we will need the following

Lemma 6.18.1 (About unstable cone). Let a vector field v on a manifold

Mn vanish at point x0. Suppose that the linearization of v at x0 has an

eigenvalue with a positive real part. Then there is an open subset K ⊂ Mn

such that

1. There exists δ > 0 such that all trajectories starting at K leave Uδ(x0).
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2. Intersection of K with any open neighbourhood of x0 has non-empty

interior.

Proof of lemma. First suppose that the linearization of v has a real eigen-

value λ > 0. Then we can find a coordinate system x1, . . . , xn in the neigh-

bourhood V of x0 such that v has the form

ẋ1 = λx1 + f(x)

. . . ,

where f(x) = o(||x||).

Let K = {x ∈ V : x1 > 0, ||x|| < ε, |xi| < x1 for all i > 1}, where ε > 0.

Obviously, the intersection of K with any open neighbourhood of x0 has

non-empty interior. We claim that for sufficiently small ε there exists δ > 0

such that all trajectories starting at K leave Uδ(x0). Indeed, let

M = sup
x∈K

|f(x)|
||x||

.

Then ẋ1 > λx1 −M
√
nx1 = (λ−M

√
n)x1.

If ε is small, then M is also small and x1 will have exponential growth,

q.e.d.

The case of a complex eigenvalue is analogous.

Corollary 6.18.1. Let v = sgradH be a non-resonant integrable Hamilto-

nian system and x be an equilibrium point of it. Suppose that there exists an

integral f such that sgrad f(x) = 0 and the linearization of sgrad f at x has

an eigenvalue with non-zero real part. Then x is an unstable equilibrium for

sgradH.

Proof. Since the linearization of sgrad f at x has an eigenvalue with non-

zero real part, it has an eigenvalue with positive real part. Therefore, we
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can find a set K from the lemma. For any ε the intersection Uε(x) ∩ K

has non-empty interior. Therefore, we can find a non-resonant torus passing

through Uε(x)∩K. The trajectory of sgrad f lies on this torus, therefore this

torus will leave Uδ(x). But since the torus is non-resonant, all trajectories

of sgradH are dense on it and will leave Uδ(x) as well. Therefore, x is an

unstable equilibrium, q.e.d.

Proof of Theorem 13. By Proposition 4.2.3 the following sets of operators

are equal

{DfPα |KerPλ , f ∈ F , df ∈ KerPα} = {adξ, ξ ∈ gλ ∩ L},

where adξ is the adjoint operator in gλ.

Conditions of the theorem imply that for some λ there is ξ ∈ gλ ∩ L

such that the operator adξ has an eigenvalue with non-zero real part (see the

formulas for the eigenvalues given by Propositions 6.15.2, 6.15.3). Therefore,

there exists an integral f such that DfPα also has such an eigenvalue. But

DfPα is dual to the linearization of sgrad f . Now it suffices to apply corollary

6.18.1.

Now we shall prove that all exotic equilibria are unstable.

Proposition 6.18.1. Let M be an exotic equilibrium. Then there exists λ

such that sgradHλ 6= 0, where

Hλ = −1

2
〈(J +

√
λE)−1Ω(J +

√
λE)−1,M〉.

Proof. The vector field sgradHλ has the form

Ṁ = [(J + νE)−1Ω(J + νE)−1,M ],

where ν =
√
λ.
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Suppose that M is an equilibrium point for sgradHλ for all λ. Then

0 = [(J + νE)−1Ω(J + νE)−1, JΩ + ΩJ ] =

= (J + νE)−1Ω2 + (J + νE)−1Ω(J + νE)−1Ω(J − νE)−

− (J − νE)Ω(J + νE)−1Ω(J + νE)−1 − Ω2(J + νE)−1.

Since M is an equilibrium point of the body, Ω2 commutes with J . Therefore,

it also commutes with (J + νE)−1. Consequently,

(J + νE)−1Ω(J + νE)−1Ω(J − νE) =

= (J − νE)Ω(J + νE)−1Ω(J + νE)−1.

But this equality means that the matrix

(J + νE)−1Ω(J + νE)−1Ω(J − νE)

is symmetric. Let us denote by ωij the entries of the matrix Ω. λi are, as

usual, diagonal entries of J . Then the symmetry condition can be written

as:
λk − ν
λi + ν

∑
j

ωijωjk
λj + ν

=
λi − ν
λk + ν

∑
j

ωijωjk
λj + ν

for all i, k.

Since all eigenvalues of J are distinct, this implies∑
j

ωijωjk
λj + ν

= 0

for all i 6= k.

This equation should be satisfied for all ν. But this means that

ωijωjk = 0

for all j and all distinct i, k. Therefore, we can bring Ω to the block-diagonal

form with two-by-two blocks on the diagonal by permuting basis vectors.
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Such a permutation will preserve diagonal form of J . Consequently, M is

not exotic, but regular. Contradiction.

Proof of Theorem 14. By the previous Proposition we can find an integral f

such that sgrad f(M) 6= 0 for a given exotic equilbrium M . Obviously, the

trajectories of sgrad f leave sufficiently small neighbourhood of M . There-

fore, Liouville tori leave this neighbourhood as well. Since our system is

non-resonant, it’s trajectories are dense on most Liouville tori and will also

leave the neighbourhood, q.e.d.

Remark 6.18.1. We used Proposition 6.18.1 to show that exotic equilibria

are not rank zero singular points. For equilbria not belonging to the set Bad

this follows automatically from Theorem 16.

Remark 6.18.2. Since sgradHλ(M) 6= 0 for any exotic equilibrium M and

some value λ, exotic equilibria are not isolated on the symplectic leaves of

the so(n)-bracket, but form smooth families. The dimension of such a family

essentially depends on the sizes of the blocks Ai, entering formula (6.2).
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